Important Notice

This copy may be used only for
the purposes of research and
private study, and any use of the
copy for a purpose other than
research or private study may
require the authorization of the
copyright owner of the work in
question. Responsibility regarding
guestions of copyright that may
arise in the use of this copy is
assumed by the recipient.




THE UNIVERSITY OF CALGARY

Refraction Static Analysis of P-S Seismic Data

Using The Plus-Minus Time Analysis Method

by

Jocelyn Dufour

A THESIS

SUBMITTED TO THE FACULTY OF GRADUATE STUDIES

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE

DEGREE OF MASTER OF SCIENCE

DEPARTMENT OF GEOLOGY AND GEOPHY SICS

CALGARY, ALBERTA

DECEMBER, 1996

[J Jocelyn Dufour 1996



ABSTRACT

The Plus-Minus time analysis (PMT) method was developed to solve thetime delays on
reflection seismic data caused by low velocity near-surface deposits. The PMT method
includes a Plus time analysis for depth anaysis and a Minus time analysis for velocity
determination. The PMT method was tested with a synthetic dataset and provided a reliable

near-surface model.

A refraction anaysis involving a three-component 2D seismic line from the Blackfoot
areawas completed. S'wave refractions were identified on the radial component and were
used to establish an Swave near-surface model, while P-wave refractions were used to
build the P-wave model. According to the P-S reflection raypath geometry, the shot static
corrections were computed from the P-wave model and the receiver static corrections from
the Swave modd and were applied to the radid component data toproduce stacked

sections. Improvementsin reflector continuity and energy focus were found.
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GLOSSARY

B¢ : Refracted critical angle (B¢ = sin'l(V V).

Delay time: Timeto travel from the receiver to the refractor minus the time necessary to
travel the normal projection of the raypath on the refractor.

Plustime: Sum of the traveltime at the receiver from aforward source and the traveltime at
the receiver from the reverse source, minus the traveltime between the two sources.

Minus time: Subtraction of the traveltime at the receiver from the reverse source of the
traveltime at the receiver from the forward source, minus the traveltime between the
two sources.

P-wave: Compressional wave (body wave).

Swave: Shear wave (body wave).

Rayleigh wave: Surface wave; retrograde elliptical particle motion; low-velocity and low
frequency.

Converted wave (PS): “Seismic energy which has traveled partly as aP-wave and partly as
an S'wave, being converted from one to the other upon reflection or refraction at
oblique incidence on an interface” (Sheriff, 1991).

Vp/Vs: Ratio of the P-wave velocity to the Swave velocity of acommon layer.

Radia component: Horizontal component in the in-line direction with the acquisition survey
line.

Vertical component: Vertical axis perpendicular to the horizonta survey line.

Anisotropy: “Variation of seismic velocity depending on the direction inwhichiitis
measured” (Sheriff, 1991).

Surface-consistent: According to a constant surface location along a survey, only one result
isallowed (static correction).

Traveltime reciprocity: Traveltime of a seismic wave from source to receiver isequa to the
traveltime in the opposite direction if source and receiver are interchanged.

Crossover point (CVP) : Changeinthefirst arrival times between the first layer arrivals
and the second layer arrivals.

Raypath: Tragjectory describes by the normal to the expanded wavefield shell.

Direct arrivals: Arrivas traveling along the surface.

Refracted arrivals. Arrivals being refracted and traveling aong a velocity interface (else than
the surface).

Standard deviation or root mean square error: “ Square root of the average of the squares of

the differences between a series of measurements and their mean” (Sheriff, 1991).
Xii



Fold: Number of redundant determination.

Offset: Distance between two locations, example source-receiver offset isthe distance
between the source and the receiver locations.

Upholetime: “Time for the first wave from an explosion to reach the surface at or near the
source-point” (Sheriff, 1991).

Static corrections: Time shift applied to seismic reflection data to compensate for the
elevation and weathering effects (Sheriff, 1991).

Westhering correction: Time correction corresponding to the replacement of the weathering
layer velocity by another velocity.

Elevation correction: Time needed to bring back the receiver or the shot from the surface to
aflat datum using areplacement velocity.

Total correction: Summation of the weathering and el evation static corrections.

Subwesthering layer: Surface layer composed of soil or glacia deposits and/or poorly
compacted sediments.

Till: Moraine deposits composed of mixed sized grains (glacia deposits).

Glaciolacustrine: Glacia |ake deposits composed mainly of clay.

Bedrock: Consolidated rock as oppose to uncompacted deposits or sediments
(overburden) or soil.

Cycle-skipping: Correlation problem due to poor reflector continuity (noncorresponding
peaks of a period).

F-K filter: Frequency-wavenumber domain apparent velocity discrimination.

Common source stacks. Summation of traces according to the source locations.

Common receiver stacks. Summation of traces according to the receiver locations.
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CHAPTER 1 - INTRODUCTION

1.1 BACKGROUND

1.1.1 Refraction theory

Seismic refraction events are observed from the propagation of an elastic impulse
(through the Earth) across any velocity interface in accordance with the basic Snell’s law.
The principle of thislaw is that the sine of the angle of incidence is to thesine of the angle
of refraction as the velocity on the first side of the interface is to the velocity on the second
side (refractor velocity).

sné. _ V1

snB2 Vo2
where 0, is the angle of incidence, 8, is the angle of refraction, V, is the velocity on the
first sdeand V, isthe refractor velocity.

(1.2)

When the angle of incidence reaches the critical angle (6¢), the eastic wave is refracted

along the interface and again towards the surface according to the same critical angle, which
enables the recording of the elastic wave at the surface.

1.1.2 Refraction history

During World War |, seismic energy was studied in the development of sound-ranging
equipment used to locate enemy artillery (McGee and Palmer, 1967). Therefore, the idea
of using reflected seismic energy to map geological structure soon followed. In 1922,
Burton McCollum continued the reflection work and also started research with refraction
experiments. The first commercial use of refraction method was in 1924, in Mexico
(McGee and Palmer, 1967). Refraction was used to locate an oil reservoir created by a
system of faultsin limestone (McGee and Palmer, 1967). A refraction method called “fan
shooting” was developed and used in 1925 to find salt domes (Weatherby, 1940). The
first time the refraction method was used to map refracting interfaceswas described by
Jones (1934). This method was used to map anticlinal structures. Later, Gardner (1939)
introduced a method of mapping subsurface structures using refraction shooting.  This
method is aso known as the “delay time” method. The “delay time” method was further
developed by Hawkins (1961) and Barry (1967) (more detailsin Appendix A).



1.1.3 Converted-wave (PS) seismic theory

The use of impulsive source generates an expanding shell of a compression followed by
rarefaction (Ricker, 1953). Traditionaly, verticad geophones are used to record the
compressional energy. However, the presence of inhomogeneitiesresults in the
conversion of some compressional wave energy into different wave types. These waves
can be called converted-waves and are defined by Sheriff (1991) as“seismic energy which
has traveled partly as a P-wave and partly as an S'wave, being converted from one to the
other upon reflection or refraction a oblique incidence on an interface”. The use of
multicomponent geophones allows the recording of the compressional seismic energy as
well as shear seismic energy.

1.1.4 Converted-wave history

Experiments to obtain shear wave energy using a shear source began inthe late 1930's
and early 1940's. However, the recording of shear reflections produced by the conversion
of incident compressional energy was first reported by Ricker and Lynn (1950). Further
investigation of shear waves was reported by Jolly (1956) and the idea of using Vp/Vs to
identify lithology was introduced by Pickett (1963), and further studied by Gregory
(1976), Tatham and Stoffa(1976), Domenico (1984), Endey (1984), Winterstein and
Hanton (1985), Robertson and Pritchett (1985), and Anno (1987), as well as Corbin et al.
(1987).

1.2 THESIS OBJECTIVES

The near-surface geology in Western Canada is often composed of unconsolidated
deposits and low velocity sediments that induce time delays of seismic reflection data.
Refraction analysis represents the best way to establish a near-surface model from which
satic corrections are determined. In this thesis, the Plus-Minus time analysis method,
which is based on the “plus-minus’ method of Hagedoorn (1959), is developed to build
near-surface 2-D models according to the refracted arrivals. The method isused with
synthetic datato test its accuracy. Then, the method is used with a three-component dataset
from the Blackfoot area. The Blackfoot 2D-3C data alow an amplitude analysis of
possible Swave refraction events and the study of the P-S reflection geometry. The
possibility of solving the time delays that degrade the P-S reflections represents a great
challenge. To provide a comparison with the Plus-Minus time analysis method, the
Generalized Linear Inversion method of Hampson and Russell (1984) was also used.



1.3 HARDWARE AND SOFTWARE

The refracted arrival picking of the Blackfoot data was achieved using the ProMax
software, which is an extensive data processing software package. ProMax has aso been
used to filter and to gain the amplitude of the Blackfoot data, as well as to reverse the
polarity of the radial component data. The Plus-Minus time analysis method was coded
using the Matlab software. Matlab is a commercia package which provides a technical
computing and visualization environment. The Plus-Minustime analysis method under the
platform of Matlab was used withthe Blackfoot dataand the synthetic dataset.
Furthermore, the Generdlized Linear Inversion refraction satic software package
(Hampson and Russell) was a so used with the same data.
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CHAPTER 2 - THE PLUS-MINUS TIME ANALYSIS METHOD

2.1 INTRODUCTION

2.1.1 Purpose of the method

The Plus-Minus time analysis method has two objectives: to establish a near-surface
model of the Earth in terms of subweathering layer thicknesses and seismic wave velocities,
and to compute static corrections to be applied to seismic data. The surface layers of the
Earth are often made of unconsolidated deposits or soil which havelow seismic velocities.
For example, in Western Canada the near-surface layers are generally composed of
Quaternary glacial deposits (Clague, 1991), while in South America or Africa the surface
layers are made of westhered soil materials. These low velocity layers will induce
recording delays of seismic reflection data. The impact of these delays on reflector
structure can be quite significant. The use of seismic refracted arrivals to establish the
thicknesses of these layers and their seismic wave velocities represents one of the best
ways to correct for these delays.

2.1.2 Theory

The refraction analysis method used is the “plus-minus’ method of Hagedoorn (1959),
which includes the Plus time analysis for depth analysis and the Minus time analysis for
velocity determination (van Overmeeran, 1987). The basis of the Plus-Minustime analysis
method liesin the traveltime reciprocity, i.e. the traveltime of a seismic wave from source
to receiver is equd to the traveltime in the opposite direction if source and recelver are
interchanged. The Plus time anaysis uses the concept of the Deaytime analysis
introduced by Gardner (1939, 1967) and further developed by Hawkins (1961) and Barry
(1967) (see Delay time analysis in Appendix A). The basic geometry of the Plus-Minus
time analysis method isillustrated in Figure 2.1.

To be ableto use the Plus time analysis, reciprocal spread data are essential so that the
forward arrival spread extends at least to the position of the reverse source (Sr) and the

reverse arrival spread to the position of the forward source (Sf) (Figure 2.1). The Plus-
Minustime analysiswindow is defined by the two crossover points (forward spread (Xf)
and reverse spread (Xr)), which determine the offset limit between the first layer arrivals
and the second layer arrivals.
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Figure 2.1. Plus time analysis according to the “plus-minus’ method of Hagedoorn
(1959).

The Plustime value (T*) can be evaluated for each of the receiversinside that window.
The Plus time value at a receiver (T*D) is defined (Hagedoorn, 1959) as the sum of the
traveltime at the receiver from a forward source (TAD) and the traveltime a the receiver
from the reverse source (THD), minus the traveltime between the two sources (TAH)-

TtD=TAD+THD - TAH (2.1)
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After some substitution in Equation (2.1) and knowing that the Delay time at receiver D

(0D) isequal to half the Plustime (T*D) at the same receiver, a relation with the thickness
(Z,D) of thefirst layer below the receiver can be found.

Z D =[(T*D)*(V)1/2(cos(6¢)) (2.2)
where O¢ =si n'l(VlN ),V andV_arerespectively thefirst and second layer velocities.

The velocity of the first layer can be found using the inverseslope of the first layer
arrivals (Sf to Xf and Sy to Xy). From the second layer arrivals (after Xt for the forward

spread and after Xy for the reverse spread), the second layer velocity can be derived using
the Minustime analysis (Figure 2.2).

Depth
<

F TG
2

Figure 2.2. Minus time anaysis according to the “plus-minus’ method of Hagedoorn
(1959).

The definition of the Minustime (T-D) at areceiver isthe subtraction of the traveltime a

the receiver from the reverse source (THD) of the traveltime a the receiver from the
forward source (TAD), minus the traveltime between the two sources (TAH).

T-D=TAD-THD- TAH (2.3)
A velocity analysis of the second layer can be undertaken using the Minustime values &
two receivers (D and D') with a specified separation distance (AX).



T-D'-T'D = AT-D = 2BX)IV, (2.4)

The velocity of the second layer (V) isequal to twice the inverse slope of a best fit line
through the Minustime variations (AT-D) caculated for receivers inside the Plus-Minus

time analysis window.

V = 2(AX)/IAT-D (2.5)

ummary

Knowing the Plus time values, the first and second layer velocities at each receiver, the
thickness of the first layer below each receiver can be found according to the Delay time
analysis. For more details about the Plus time and Minus time analyses, see Appendix B.
The Delay time represents the time to travel from the receiver to the refractor minus thetime
necessary to travel the normal projection of the raypath on the refractor (Figure 2.1). From
Snell's law, arelation between the Delay times and the thickness of the first layer at the
receiver can be established. Finally, the link between the Delay times and the Plus times
allows us to determine the thickness of thefirst layer below each receivers inside the Plus-
Minus time analysis window (Equation 2.2). Thiswill alow the determination of the first
layer thickness al aong a seismic survey line. Therefore, this analysis is restricted to a
two layer case in two dimensions. The first layer velocity can be evaluated using a
polynomial fit of the direct arrival or arough estimate of the subweathering layer (first
layer). The knowledge of thefirst layer thickness and velocity allows the determination of
surface-consistent weathering static corrections, where the replacement velocity is the
average refractor velocity.

2.1.3 Hardware/software requirement

The Plus-Minus time analysis software is written in the Matlab language. Matlab is a
commercia package which provides a technical computing and visualization environment.
A Matlab license is required to run the Plus-Minus time analysis software. Currently,
arrival times and geometry are input from ProMax exported database files. The refracted
arrival times are previoudly picked in the processing software (currently ProMax) and then
input to the Plus-Minus time analysis software. The geometry files include the receiver
coordinates and elevations, and the shot coordinates and elevations, as well as the uphole
time (see datafiles section in Appendix C). The software can be run on any platform for
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which Matlab is available, including UNIX, MS-Windows, and Macintosh (see PMT

method implementation in Appendix C).

2.2 PROCESS

2.2.1 General flow chart

The Plus-Minustime analysis method developed for this thesis consists of seven mgor
steps and four optional steps (Figure 2.3). As explained in the data file section (Appendix
C), the refracted arrivals and the geometry files are required toproperly initiate the
processing. There are three final results of processing; avelocity model, a depth model,
and the static corrections.

After the data are loaded, the inflection points on the refracted arrivals are identified.
These are called crossover points (CVPs). The crossover points represent a change in the
first arrival times between the first layer arrivals and the second layer arrivals.  Once the
locations of the crossover points are known for each source arrival spread, the velocities of
the first layer can be calculated using a polynomial fit of the direct arrivals. The second
layer velocities are calculated using the Minus time analysis with the refracted arrivals.

Simultaneously, the time delays caused by the downgoing and upgoing refracted wave
raypath through the first layer can be determined using Plus time and Dday time analyses
of the refracted arrivals. Once the Plus times and the two layer velocities are known, the
first layer thicknesses are computed in the depth calculation processing step.  Finally, from
the first layer thicknesses and vel ocities, the static corrections which determine the effect of
that layer, can be found using the static computation processing step.
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2.2.2 Reciprocal time check

As mentioned in the theory section, the basis of the Plus-Minus time analysis method
liesin the traveltime reciprocity, i.e. the traveltime of a seismic wave between two locations
in one direction is equal to the traveltime in the opposite direction. For example, if seismic
energy is sent from a shot and recorded a a certain distance by a receiver, the shot and
receiver position may be switched, but thetraveltime recorded in both cases should be

equal.

Thefirst step after loading the dataisto check if the traveltime reciprocity isvalid. The
reciprocal time check process will determine the traveltime difference for dl possible shot
pairs, i.e. the two shot spreads have overlapping receivers a the pairing shot location.
Figure 2.4 shows two generdized shot gathers where the receiver spread of the ih shot

overlaps the receiver spread of the jh shot. It can be noted that the traveltime of the

forward spread arrivals at the reverse shot location is equa to the traveltime of thereverse
spread arrivals at the forward shot location. The subtraction of thetwo traveltimes equals
zero and the traveltime reciprocity is correct.

With rea data, however, the traveltime reciprocity is generally not respected due to
dight separations between shots and receivers at the same station, and also to arrival
picking errors. Also, if dynamite is used, the source is often buried below the surface to
variable depth. Therefore, the uphole time, which isthe time taken by the seismic energy
to travel back up to the surface, should be added before the reciprocity is verified. The
reciproca time check process allows the user to identify the shot pairs with reasonable
reciprocal traveltime differences and the problematic shot pairs. There are severd
possibilities to solve the problem of shot pairs with significant reciproca traveltime
differences. first a review and correction of the arrival picking errors in the processing
software used to create them; second the problematic shot pairs can be ignored in the
subsequent process; third the reciprocal traveltime difference of a problematicshot pair can
be used to adjust the arriva traveltimes of one of theshots according to the pairing shot
(bulk shift).
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Figure 2.4. Reciprocal time check with shot gathersi and j.

2.2.3 Crossover point autopicking

Crossover point picking represents the most important step of this program. The
crossover points indicate a change in the arrivals between the first and second layer. At the
crossover point, the traveltime of the second layer arrivals is equa to the traveltime of the
first layer arrivals. Beyond the crossover point, the refracted arrivals from the second layer
are recorded before the first layer arrivals. The first layer arrivals (aso caled direct
arrivals) are the traveltimes of a seismic wave from the source to the receivers aong the
surface of the first layer. The second layer arrivals (also cdled refracted arrivals) are the
traveltimes of a seismic wave from the source to the bottom of the first layer then along the
first and second layer interface and back up through the first layer to the receivers (Figure
2.5).

The position of the crossover points on each shot spread is found using the traveltime
difference analysis developed by Lawton (1989) and the branch point analysis of Wang and
Cheadle (1995). The traveltime differenceanaysis consists of subtracting two adjacent
shot arrival traveltimes a common receiver locations (Figure 2.6). The travetime
differences (8t) remain constant when the arrivalsfrom the two shotsinvolve the same
layer. The crossover point is located at the limit between a constant traveltime difference
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and an increasing or decreasing traveltime difference. For example, if we subtract the

traveltime of two overlapping shot gathers (Figure 2.6), it can be noticed that the traveltime
difference on the left of shot i location is constant until it reaches the left crossover point of
the shot gather i and then the traveltime difference increases. On the other side (right of
shot j location), the traveltime difference decreases until it reaches the right crossover point
of shot gather j and then remains constant. Then, if we caculate the first and second
derivatives of the traveltime differences, the crossover point locations correspond to the
maximum value of the second derivative. Thisresult is dueto amaximum change of sope
on the traveltime differences a the first and second layer inflection point and alows
automatic crossover point location picking for each overlapping shot pair spread. The use
of all possible overlapping shot pairs allows not only the identification of thecrossover
point (left and/or right) on each shot gather but also a statistically redundant crossover point
location on the same shot spread (left or right).

Another important feature of the traveltime difference analysis is the cancdlation of
traveltime irregularities due to topographic features. However, in the real datacase,
traveltime irregularities can aso be due to errors in the arrival picking and other
instrumental factors, so that filtering is essential. A median filter is first applied to the
traveltime difference to remove high-frequency variation and keep the genera trend of the
traveltime difference, especialy the step trend at the crossover point. After the first
derivative is cdculated, a mean filter can be applied to smooth the short wavelength
variations due to small steps in the median filtered traveltime difference curve, and keep the
long wavelength variation due to mgjor steps associated with the crossover point locations.
The mean filter should be used with care and only if the first derivative curve appears
noisy. The window length of these filters is determined by the user and should be tested
on each dataset. Also, the first and second derivatives use a parameter called differentiation
separation length, which can be defined by the user. This parameter determines the number
of samplesin between each subtraction for the derivation. For example if one is used the
differentiation of the traveltime difference curve corresponds to its simple derivative, i.e.
the sampleinterval isone.

At/AX = [t(X + nAS) - t(X)]/nAs (2.6)
where x and Ax are respectively the coordinate of the arrival and the coordinate variation; t
and At are respectively thetime of the arrival and the time variation; and As is the distance
of asampleinterval, while n isthe differentiation separation length factor.
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The window filter length and the differentiation separation length need to be tested on
each different dataset to optimize the crossover point autopicking consistency. This will
reduce the amount of manual editing of the crossover points.

Finaly, the user can specify an offset range in which the crossover points can be
picked. This feature should be used only if the user has sufficient knowledge of the data
(near-surface geology, previous identification of some crossover points throughout the
entire survey) and can confine the crossover points within a certain offset range from the
shot locations. It can also be used if third layer arrivals are suspected at a larger offsets, so
that the crossover points might be divided between the first and second layer inflections and
the second and third layer inflections. In both cases, the offset range limitation will enable
consistent crossover point picking and will save alot of manual editing.
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Figure 2.5. Direct and refracted raypath for shot gather i.
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Figure 2.6. Crossover point autopicking of the left crossover point for shot gathersi (0)
and of the right crossover point for shot gather j (*), according to the traveltime difference
analysis by Lawton (1989) and the branch point analysis of Wang and Cheadle (1995).

2.2.3 Crossover point rejection

This optional process is based on the satistics of thecrossover points previously
picked. As mentioned in the above section, the use of all possible overlapping shot pairs
brings an over determination of the crossover point on a shot spread. The next step is to
average all thecrossover points that belong to the same shot spread (forward or reverse)
and use that value in the subsequent process. The subtraction of each possible overlapping
shot spread with a common shot spread should result in consistent traveltime differences
and same crossover point surface location. However, if the arrivals are inconsistent and



15
noisy due picking problem, the traveltime difference of eachoverlapping shot spreads

might result in different crossover point locations. The utility of thecrossover point
rejection is to identify and remove the crossover point picks for a given shot spread that
have a high deviation from the average crossover point value.

The rgection can be based on afraction of the standard deviation of the crossover point
picks for each shot spread or on a constant deviation limit. The difference between the two
rgjection limitsisthat the fraction of the standard deviation limit changes for each crossover
point shot spread (right or left) and the constant deviation limit remains constant for dl
crossover point shot spreads. 1n both cases, the use of the crossover point statistics, which
includes the standard deviation, the fold and the value of thecrossover point averages, is
recommended to determine the rgjection limit. The user should look not only at the average
crossover point values, but at the standard deviation and at the fold of each crossover point
average. The combination of ahigh standard deviation with a low fold indicates a
crossover point autopicking problem and manual editing might be required, while a low
standard deviation with either ahigh or low fold generally indicates a successful crossover
point autopick. In the case of a high standard deviation and a high fold, the crossover point
autopicking was noisy, and the crossover point rgection might help remove some bad
crossover picks. One thing to keep in mind is that each time crossover point reection is
used, the redundancy (fold) of the crossover point averagesis reduced.

2.2.4 Crossover point averaging

The next major step after the crossover point autopicking is the averaging of dl the
crossover points for ashot spread (left and/or right). For ashot with aleading (right) and a
trailing (left) spread, two individual averaging processes are required; onefor the left
crossover points and one for the right crossover points. In Figure 2.7, the left crossover
points of shot gather j comes from the traveltime differenceanalysis of its left (trailing)
spread with dl overlapping left shot spreads to its right, whereas in Figure 2.8, the right
crossover points of shot gather j come from the traveltime analysis of its right (leading)
spread with al the overlapping right shot spreads to its left. The proper crossover point
positioning is important for the velocity cdculationand thePlus time analysis. The
crossover points can be edited individually before thecrossover point averages are
computed. The crossover point averages can adso be edited (see PMT  method
implementation in Appendix C).
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Figure 2.7. Léeft crossover point determination for shot gather j, established from the
overlapping shot spread to the right .
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Figure 2.8. Right crossover point determination for shot gather j, established from the
overlapping shot spread to the | eft.
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2.2.5 Polyfit and crossover point repicking

This optional process has the objective of obtaining a better crossover point consistency
between shot spreads. In fact, the offset distance of the crossover point average of a shot
spread from the shot location should not be too different than the offset distance of the
crossover point average on the next shot spread from its location. The offset distances
between the crossover point averages and their shot locations reveal the genera shape of
thefirst layer thickness. Generally, the offset varies proportionally with the variation of the
first layer thickness and illustrates its long wavelength shape. If there is an abrupt
crossover point average offset change from adjacent shot spreads, it might indicate a
crossover point picking problem depending on the distance between their shot locations.
The user can solve the problem by editing eachcrossover point that enters into the
crossover point average location or edit directly the crossover point average location (see
PMT method implementation in Appendix C). Another way to resolve this problemisto fit
a polynomial curve through the crossover point average offset values and repick al the
crossover points entering in the average that lie outside a certain deviation from the
polynomial curve. Two parameters are defined by the user: the first one is the polynomial
degree for the polynomial curve (polyfit curve) and the second one is the deviation limit
from the polyfit curve. The polynomia degree determines the amount of complexity in the
polyfit curve, i.e. the higher the polynomial degree, the more complex the polyfit curve can
be. This parameter should be tested first until the polyfit curve follows the genera trend of
the crossover point average offsets.

The deviation limit parameter is specified according to the tolerated distance between the
crossover point average offsets and the polyfit curve. The deviationlimit is determined
according to the user interpretation. However, the user should know that the crossover
point repicking process will be constrained within an offset range, which is the polyfit
curve plusthe deviation limit, and the polyfit curve minusthe deviation limit. For asmall
deviation limit, the constraint on crossover point repicking is important, so that the
crossover point average offset curve will closely follow the polyfit curve. The user should
be concerned about influencing the crossover point repicking process too much, unless he
or she has a sufficient knowledge of the data.
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2.2.6 Velocity calculation

Once the crossover point average locations are known, then the velocities of thefirst and
second layer can be caculated. A polynomia fit of the direct arrivas will enable the
determination of the first layer velocity, while the Minustime analysis of the refracted
arrivals will establish the second layer velocity. For a given shot gather, with aleading and
atralling spread, the velocity of thefirst layer a the shot location is given by the inverse
dope of the two direct arrival segments (leading and trailing). The direct arrivals segments
are limited by the shot location and the crossover point locations (Figure 2.9). The slope of
the direct arrivalsis found using abest fit straight line (one degree polynomia fit) . Then,
the first layer velocity at the shot location corresponds to the average inverse slope of the
two direct arrival segments.  Finaly, the first layer velocity values at each surface station
between shotpoints are interpolated.

The second layer velocity is found using Minus time analysis on the refracted arrivals
within the Plus-Minus time analysis window (Figure 2.9 and equation 2.5). The Minus
time values are cdculated for each recelver location inside the Plus-Minus time analysis

window. Then, the Minustime variations (AT-p) are displayed as a function of twice the

receiver separation (2Ax) (Figure 2.10).

Finaly, a straight line is fit through the Minustime variation values, with the inverse
slope of it corresponding to the second layer velocity. The second layer velocity vaue
belongs at the half-way location in the Plus-Minus time analysiswindow, which is defined
by the right crossover point of the shot gather i and the left crossoverpoint of the shot
gather j. After dl the possible Plus-Minus time analysis windows (different shot pairs)
have been used, an average of al the second layer velocity values a the same location is
calculated, followed by interpolation to the receiver locations. Both first and second layer
velocities can then be edited manually and median filtered to remove the high frequency
variation and any bad velocity values (see PMT method implementation in Appendix C).
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Figure 2.9. Shot gathersi and j with their left and right crossover points, and the Plus-
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2.2.7 Plustime and Delay time analyses

The Plus time analysis process, like the velocity calculation, requires the determination
of the crossover point average locations. As explained in the theory section, the Plus time
analysis uses the Delay timeanalysis concept to calculate the thickness of the first layer
below each receiver. This process calculates the Plus time valuesthat are going to be used
for the first layer thickness computation in the depth calculationprocess. The Plus time
analysis computes the Plus time values for each receiver within al the possible Plus-Minus
time analysis windows (use of different shot pairs). All the Plus time values are stored
under the associated receiver locations. The use of al thepossible overlapping shot
spreads alows aredundant determination of the Plus time values at each receiver location.
Thisisimportant to reduce the effect of noisy data and bad picks. Some of the Plus time
values can be rgected according to their deviation from the average Plus time vaue a a
receiver location (see Plustime regjection section). As mentioned previously, the Plus time
analysis process needs the crossover point average locations. Some of the crossover point
averages may be missing, because they have been deleted or not computed. In this case,
they need to be interpolated from the other crossover point average values or the shot
spread without a crossover point average value will not be used in the Plus time analysis
process. Also, if the presence of third layer arrivals isknown, these arrivals can be
excluded from the Plus time analysis computation by simply limiting the offset range.

The Plustime analysis cannot be used to determine the Plustime values for the receivers
outside the Plus-Minus time analysis window limit (Figure 2.11). Therefore, the Deay
time analysis is computed for thesereceivers (Figure 2.12) (Lawton, 1989). The Deay
time value at arecelver can be expressed as.

5r = Tr - 53- X/V2 (2.7)
where Ty is the refracted traveltime a the receiver, ds is the shot Delay time, X is the
distance between the shot and the receiver, and V, is the second layer velocity.

The shot Delay time (dg) is equivalent to half the Plus time value at that surface location

and the receiver delay time can be multiplied by two to obtain the Plus time value at this
surface location. So, the Plus time analysis has to be computed prior to the use of the
Delay time analysis. Also, the second layer velocity hasto be already calculated or known.
The use of the Delay timeanalysis in conjunction of the Plus time analysis alows the
determination of the Plus time values at each surface location.
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Figure 2.12. Dday time anaysis for receiver locations outside the Plus-Minus time
anaysis window limit.
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2.2.8 Plustimergection

The Plustime rejection processis similar to the crossover point rejection in terms of the
statistical rgjection concepts. The reection can bedone according to a constant deviation
limit or according to afraction of the standard deviation limit. The constant deviation limit
remains unchanged for al the receiver locations, while the standard deviation changes for
each receiver location. At each receiver locations, the Plustime average value, the standard
deviation and the fold are known and can be evaluated. The Plus time average curve
should have a reasonable long wavelength trend combined with short wavelength
variations. If aPlustime average valueis completely out of the range of the other Plustime
average values and the standard deviation for this Plus time average valueis high, it reveas
that there are some bad Plus time values entering into the Plus time averaging at this
receiver location. In general, high standard deviation indicates the presence of bad Plus
time values, which can be rgected using the Plus time rgjection process. Again, like the
crossover point rejection, the Plus time rgjection process will reduce the redundancy (fold)
of the Plus Time averages. The Plus time rgection process should be used before the
Delay time anaysis computation.

2.2.9 Depth calculation

After the Plustime analysisis completed, the Plus Time average values at each receiver
are calculated. At this stage, thefirst and second layer velocity at each receiver, as well as
the Plus time average, should be known. The calculation of the first layer thickness below
each receiver is based on the delay time analysis concept (Equation 2.2). Before thedepths
are calculated, the user has to make sure that the Plus time average values are consistent and
that the two layer velocities are reasonable, i.e. no noisy short wavelength variations and
thefirst layer velocity is not greater than the second layer velocity. The Plus time average
values, and the first and second layer velocities are needed to evauate the thickness of the
first layer below each receiver (Figure 2.13 and Equation 2.8). The first layer thickness
can be manualy edited or median filtered before the static corrections are computed to
reduce the high frequency noise (see PMT method implementation in Appendix C).

Z, = [(T*)*(V))/2(cos(8c)) (2.8)
where 8¢ =sin (V. /V)
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2.2.10 Static computation

The final process computes the static corrections to be applied to the seismicdata. The
corrections are for the weathering layer (first layer) and for the surface elevation variation
(topography). The weathering correction will cancel the time delays produced by the first
low velocity layer. The eevation correction will bring the shots and the receivers to a
common flat datum. The static computation process is based on the depth and velocity
model and will calculate the receiver static corrections and shot static corrections based on
surface-consistent static corrections.
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Figure 2.13. Surface-consistent static corrections including elevation and weathering static
correctionsfor a2 layer mode.

Weathering correction

The wesathering correction corresponds to a time correction which essentially replaces
the weathering layer velocity with the second layer velocity (Figure 2.13). If the shot is
buried below the surface, the uphole time is used to bring the shot back to the surface
(before the weathering correction is applied). Then, the shot or the receiver is brought back
to the surface using the replacement velocity. The replacement velocity is normally chosen
to be the second layer velocity, either the local or average value.
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The weathering static correction (At,), for a shot or a receiver can be expressed as

follows:

At, = -Z/V + levrep + T, (2.9)
where Z is the first layer thickness, V is the first layer velocity, V,, is the replacement
velocity used, and T, is the uphole time.

Elevation correction
The elevation correction (At,) corresponds to the time needed to bring back the receiver

or the shot from the surface to aflat datum using the replacement velocity (both flat datum
and replacement velocity are user defined).

At = (Hy-HIV, (2.10)

where H, is the datum elevation, and H; is the surface elevation.

Total correction
Finally, the total correction (At) is a summation of the westhering and elevation Satic

corrections. Thetotal static correction for a shot or areceiver can be expressed as follow:

At= AL, + A, (2.11)
M=-ZN +ZN _+(Hg-HNV (2.12)
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CHAPTER 3-SYNTHETIC DATASET

3.1 INTRODUCTION

3.1.1 Initial model
A synthetic modd has been designed to test the Plus-Minus time anaysis method
developed. The model consists of two layers with afirst layer velocity of 650 m/s (V) and

asecond layer velocity of 1600 m/s (V) (Figure 3.1).
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Figure 3.1. Synthetic initidl model showing the location of one of theshot gather (25)
(vertical exaggeration = 67).

3.1.2 Refracted arrivals

From the initial model, split-spread direct and refracted arrivals traveltimes have been
calculated from 101 shots and 96 roll-along receivers according to the Delay time analysis
(Figure 3.2 and Equations 3.1 and 3.2).

Tr=hg* COS(e(;)/Vl + hp* COS»(G(;)/V1 + X/V2 3.1
where Ty is the refracted arrival traveltime, hg is the thickness of the first layer below the
shot, hy isthe thickness of the first layer below the receiver, 6¢ is the refracted critical angle
(Bc=s n'l(Vl/VZ)), and X isthe horizontal distance between the shot and the receiver.

Td=X/N, (3.2
where T isthe direct arrival traveltime.
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Figure 3.2. Direct and refracted arrival traveltimes resulting from the synthetic model.

3.2 PLUSMINUSTIME ANALYSIS

3.2.1 Reciprocal time differences

The reciproca time check provides a bank of al thepossible shot pair reciprocal
traveltime differences. Figure 3.3 shows the reciprocal traveltime differences of shot gather
25 with dl thepossible overlapping shot gathers. It can be noticed that reciprocal
traveltime differences are equa to zero, so that the traveltime reciprocity is valid. This
result was expected because synthetic calculated traveltimes are used.
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Figure 3.3. Reciprocal traveltime differences of overlapping shot spreads with shot 25.
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3.2.2 Crossover points

The synthetic calculated traveltimes, being free of noise, represent an excellent example
to demonstrate the crossover point autopicking. Figure 3.4 shows the autopicking process
of the left crossover point for shot gather 20 and of the right crossover point for shot 25.
The crossover point autopicking process was undertaken using a short median filter on the
traveltime difference curve (window length of 5 samples).
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Figure 3.4. Crossover autopicking process for the left crossover point of shot gather 20 (0)
and for the right crossover point of shot gather 25 (*).

Once the crossover point autopicking process was completed for al thepossible
overlapping shot gathers, a crossover point rgection using a fraction (0.5) of the standard
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deviation was applied. Then, the crossover point averages were computed. Figure 3.5

shows al thecrossover point averages. From the crossover point averages, it can be
noticed that the crossover point autopicking process was successful. The statistical results,

including the crossover point average offset (from the corresponding shot location), the
standard deviations and the fold are displayed in Figure 3.6. The crossover point average
offsets are proportional to thefirst layer thickness (Figure 3.1). The standard deviation is
equal to zero as aresult of the crossover point rglection. Finaly, the fold for the right
crossover point averages decreases on the left extremity of thesurvey due to fewer

overlapping shot gathers available, while the fold of the left crossover point average
decreases on the right extremity of the survey for the samereason. The use of the
crossover point statistical display is to help indicate inconsistencies in the crossover point

average locations, and identify regionsin the survey that need to be worked on by using the
crossover point rgection process, the crossover point repicking process or the crossover

point edit (see PMT method implementation in Appendix C).
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right leading (*) shot spreads with al the arrival traveltimes.
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Figure 3.6. Crossover point statistics for the synthetic dataset.

3.2.3 Velocity model

The velocities of the first and second layers can be computed after the crossover point
averages are known. The velocity caculation process uses the direct arriva traveltime to
find the velocity of the first layer and the refracted arrival traveltimes to establish the second
layer velocity. Figure 3.7 shows the velocity model calculated from the synthetic arrival
traveltimes for each surface station location. Thisdisplay will allow the user to determine if
manual editing or filtering is needed before the depth calculation process is undertaken (see
PMT method implementation in Appendix C). In this case, the first and second layer
velocities are in agreement with the initid synthetic model, which demonstrates that the
velocity calculations arereliable.
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Figure 3.7. Velocity model calculated from the synthetic arrival traveltimes, including the
first layer velocity (+) and second layer velocity (x). Both velocities were median filtered
with awindow length of 7 samples.

3.2.4 Plustime and Delay time

Once the crossover point averages are computed the Plustime analysis process can aso
be undertaken. Figure 3.8 displays the Plus time average values at each receiver with the
corresponding statistics (standard deviation and fold). It plays the same role as the
crossover point statistics display, which is to identify crossover point picking problems.
The Plus time statistics will also help determine the parameters for the Plus time reection
process. The presence of bad traveltimeswill introduce bad Plus time values. Hopefully,
the ratio of bad to good Plustime values for areceiver location islow, so thatthe Plus time
regjection process will exclude the bad Plus time values and keep the good ones. In this
case, there are no bad arrival traveltimes so that the Plus time rgection process is not
needed.

It can also be noticed that there is a Plus time value a each receiver location at the two
line extremities. These Plus time values come from the use of the Delay timeanaysis for
the surface locations outside the Plus-Minus time analysiswindow limit. Thefold at these
surface locationsis less than at the other surface locations because Delay time analysis uses
only one shot spread at a time, whereas Plus time analysis uses a combination of two or
more shot spreads.
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Figure 3.8. Plustime values and statistics for the synthetic dataset.

3.2.5 Depth model

Knowing the velocities and thePlus time values, the calculation of thefirst layer
thicknesses were undertaken. Figure 3.9 shows the results of that calculation by
displaying the surface elevation with the first and second layer interface (the first and
second layer interface elevation is found by subtracting the caculated first layer thickness
from the surface elevation). The calculated depth model closely matches the initia depth
model (Figure 3.1). Figure 3.10 displaysthe model first layer thickness with the calcul ated
one. The difference between thetwo thicknesses is very small (Figure 3.11). The root
mean square error of the calculated first layer thickness is of 0.19 m and the maximum
thickness error is 0.57 m.
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Figure 3.9. Cadculated depth model from the synthetic arrival traveltimes (vertical
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B0 T T T T T T

D904

Thickness (m)
v & & 2

(o]
=

Calculated thickness o

Model thickness

| I I g I I
2000 3000 4000 5000 6000 7000 8000

Coordinate {m)

Figure 3.10. First layer thickness comparison between the initial model and the calculated
model (vertical exaggeration = 107).

0 1000



33

—_

(m)
o o o
4 fua] fifa]
T T T
I I I

=
[my)

T
1

o
o
T

|

=
I
1

Absolute difference

o
fit]

o
8]

=

|
0 1000 2000 300a 4000 (

Coordinate (m

[}

|
| 5000 6000 7000 8000

Figure 3.11. First layer thickness absolute difference between the initial model and the
calculated model.

3.3 DISCUSSION

The Plus-Minus time analysis provides areliable near-surface model when tested with a
synthetic dataset. The method gives accurate depths and velocities. The strength of this
method is an overdetermination of the solution and available dtatistical analysis. The
crossover point determination uses a combination of the traveltime difference and the
branch point analyses. This allows an automatic crossover point picking. The Plus-Minus
time analysis can be fully automatic and no input near-surface model is needed. Therefore,
the resulting near-surface model is strictly based on the refracted arrivals. The Plus-Minus
time analysis method is smple and fast to use. The option of user interaction is
omnipresent, allowing for a more consistent interpretation. This is fecilitated by a user
friendly menu interface.



CHAPTER 4 - REFRACTION ANALYSISOF THE
BLACKFOOT 2D-3C DATA

4.1 INTRODUCTION

In the Blackfoot Field area, 15 km east south east of Strathmore (Alberta), a three-
component 2D seismic survey was acquired in 1995 by the CREWES project. 189 sources
(6 kg dynamite) buried at 18 metres below the surface and 200 receivers a a 20 metres
interval were used. The presence of an irregular thickness of poorly compacted near-
surface deposits induces time delays for the recording of P-wave and S-wave reflection
seismic data. The near-surface deposits in the region of Blackfoot are composed of athin
surficial layer of glacial deposits (Iess than 10 metres thick) and a low velocity sedimentary
layer (Figure 4.1). The glacia deposits are mainly moraine (till) andlake (clay) deposits
(Stalker, 1957). The areawas glaciated by both Laurentide and Cordilleran ice during
Pleistocene and till was deposited. The glaciolacustrine (lake) deposits were deposited
beyond the glaciers, and during the nonglacial interval that followed the Pleistocene glacia
interval (Teller and Clayton, 1983). In the northwest of the region, the first sedimentary
layer, which corresponds to the bedrock in Figure4.1, is a shale interbedded with fine-
grained sandstone and coal (Paskapoo Formation, Tertiary), while in the east and south of
the region, the sedimentary layer is an argillaceoussandstone (Edmonton Formation,
Cretaceous) with some bentonitic shale (Irish, 1967). The seismic linecrosses the two
main types of glacial deposits (moraine and glaciolacustrine deposits) and lies over the
Paskapoo Formation (Figure 4.1). Water wellsin the proximity of the seismicline indicate
that the low velocity shale of the Paskapoo Formation extends to at least 70 metres below
the surface (see water wellsin Appendix D).
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Surface and near-surface effects can severely deteriorate the quality of reflection data,

especidly for Swave data (Edelman and Helbig, 1983). Thetime delays affecting the P-S
seismic data can be visualized by looking at the P-S reflection raypath geometry. Figure
4.2 illustrates how Swave reflection is recorded after a conversion from aP-wave energy.

P-Source

3-C Receiver

P-wave

Reflector

Midpoint Mode-conversion point

Figure 4.2. P-S reflection raypath geometry.

According to the P-S reflection raypath in Figure 4.2, the downgoing wave travels as a
P-wave energy from the source through the surface deposits until the reflector, then some
of the energy is converted to Swave energy and travels back up to the surface to be
recorded by a 3-component geophone. The Swave energy should be recorded mainly on
the horizontal components (radia and transverse). The radia component is in the same
direction of the survey line, whereas the transverse component is perpendicular to the
survey line. When no azimutha anisotropy is present, the Swave energy should be
recorded mainly along the radial component (Cary and Eaton, 1993). The Swave arrivas
at the geophones are being delayed by the surface deposits, as aP-wave below the shot and
as an Swave below the receiver. To remove the shot delay, a near-surface P-wave model
needsto be established, while to remove the receiver delay, a near-surface Swave model
needsto be built. The Swave statics cannot be approximated by scaling the P-wave static
values, because they are often unrelated (Anno 1986, Lawton 1990). As an example, the
P-waves are affected by near-surface fluctuations in the water table while the Swaves are
not. The Plus-Minus time analysis method developed in this thesis and the Generdized
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Linear Inversion method of Hampson and Russell (1984) are used to establish the near-

surface models. Thelir results are then compared according to the accuracy of the model,
the static corrections and their impact on the reflection data.

P-wave refraction analysisis well known and is used to establish a near-surface P-wave
model, from which static corrections are computed. However, Swave refracted arrivals
are not generaly used to establish a near-surface Swave model and to compute static
corrections that are associated with severe time delays affecting theP-S seismic data. This
is primarily because Swave refracted arrivals are often masked by P-wave data
superimposed (leaking) onto the radial component. Instead of using the refracted arrivals,
the static corrections are usualy determined by a hand picking process using common
recelver stacks, which can bias the picks (Cary and Eaton, 1993). Also, red reflector
structure can be flattened. The Swave static corrections cannot be found by smply scaling
the P-wave static corrections according to aVp/Vs, because P-wave and Swave velocity in

the near-surface are not constant (Lawton 1990, and Wattrus 1989). Furthermore, residual
static methods alone fail to remove long and intermediate wavelength and suffer from cycle-

SKipping.
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4.2 SHEAR-REFRACTION ANALYSIS

4.2.1 ldentification of S waverefracted arrivals

Figure 4.3 illustrates the raypath geometry of P and Swave refractions as well as the
Rayleigh wave propagation mode. The propagation mode of aP-wave is in the same
direction of its raypath traectory, so that the P-wave energy is mainly recorded by the
vertica component data, whereas the Swave energy propagates perpendicularly to its
raypath trajectory and is recorded by the radial component data. The conversion from a P-
wave to an S'wave is believed to occur in close proximity to the source, so that the shear
head-wave arrivals can be considered as pure S'wave refractions.

A

Surface Verticallcomponent
Receiyér
=

Radigl component

P-waves

Swaves

Refractor

>

Figure 4.3. Raypath geometry of the Rayleigh-wave, theS-wave and P-wave refractions.

To help understand and determine the polarization of different events, three domains,
including shear head-wave arrivals were picked on the vertical and radial components
(Figures4.4 and 4.5, respectively). Figure 4.6 shows the relative amplitude of the shear
head-wave arrivals (Swave refractions) on the radiad andvertica component data.
Amplitude points cluster in the radial component direction, which shows that the event is
horizontally polarized. P-wave refraction events also have arectilinear polarization, but in
the vertica component direction (Figure 4.7), whereas Rayleigh wave events have an
elliptical polarization (Figure 4.8).
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Figure 4.5. Radial component data (shot gather #1).
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Swave refraction events have been identified on the radial component data(in between
dashed linein Figure 4.9). Asdemonstrated, these events are interpreted to be shear head-
wave arrivals rather than Rayleigh wave events because their polarization is approximately
rectilinear rather than eliptical (Jolly and Mifsud, 1971).

4.2.2 Signal enhancement

A problem of using the S'wave refracted arrivals is that they are masked by P-wave data
and P-S reflection data. 1n an effort to remove these signals and to keep only the Swave
refraction events, an F-K filter was applied to the radial component data. As a result of
data filtering, the refracted arrivalswere more easily and rapidly picked (Figure 4.10).
From these refracted arrival picks, any standard refraction static method can be used to
establish a near-surface model and compute the receiver static corrections.
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Figure 4.9. Radial component from the Blackfoot dataset (shot gather #1).

Figure 4.10. Radial component with an F-K filter applied and Swave refractions picks (*).
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4.3 PLUSMINUSTIME ANALYSIS

Two refraction static methods were used to find theP and S near-surface models. The
first method used was the Plus-Minus time analysis method based on the “plus-minus’
method of Hagedoorn (1959) and presented in Chapter 2. The “plus-minus’ method is an
approximation of the wavefront reconstruction method by Thornburgh (1930). The Plus
time anaysis establish the depth to the refractor below the receivers, while the Minustime
analysisfinds the velocity of the refractor. The Generalized Linear Inversion by Hampson
and Russell (1984) has been used to provide a comparison with the Plus-Minus time
analysis method (see section 4.4).

4.3.1 Refracted arrivals

The P-wave refracted arrivals (first-breaks) were picked on the vertica component data
(Figure 4.11), while the Swave refracted arrivals were picked on the radia component
data (Figure 4.12). It can be noticed that the Swave refracted arrival traveltimes are about
twice the P-wave refracted arrival traveltimes. Thisis a consequence of dower velocity of
the Swave compared to the P-wave. Some of the Swave refracted arrival traveltimes are
absent due to difficulty in picking the event from the records.
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Figure4.11. P-waverefracted arrival traveltimes from the vertical component data.
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Figure4.12. Swaverefracted arrival traveltimes from the radial component data.

4.3.2 Reciprocal time differences

The average reciproca traveltime difference for the P-wave refractions is 4 ms and 47
ms for the Swave refractions. This difference between the P-wave and S'wave refraction
traveltime reciprocity is due to thefact that the Swave refracted arrival traveltimes are a
least twice the P-wave refracted arrival traveltimes, and to a larger picking error. A depth
variation of the conversion from the source P-wave to Swave along the survey line would
also create more important reciproca traveltime difference for theS-wave refracted arrivals.
Therefore, reciprocal traveltime differences added to the traveltimes of one of the shots,
thus correcting for sight separations between shots and recelvers at the samestation, depth
conversion variations (Swave refractions only), picking errors and inaccuracy in the
uphole times.
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4.3.3 Crossover points

The crossover point represents a change in the refracted arrivals from one layer to
another, and crossover point locations determine the Plus-Minus time anaysis window
limits. The crossover point autopicking process was undertaken on both refracted arrivals
(Pand S using a median filter window length of 11 samples on the traveltime difference
and adifferentiation separation length of 3 samplesfor thefirst derivative. Example of this
anaysisare shown in Figures 4.13 and 4.14. The crossover point locations correspond to
the maximum of the second derivative (Wang and Cheadle, 1995).

Once the crossover point autopicking processes using al the possible overlapping shot
gathers were completed for both refracted arrivals (P and S), the crossover point rejection
according to one standard deviation was used. Then, the crossover point averages were
computed and some of them were edited to a proper location according to a consistent
interpretation. Figure 4.15 shows the location of thecrossover point averages on ther
respective arrival shot spreads for the P-wave refractions, while Figure 4.16 displays the
crossover point average offsets (from the corresponding shot location), the standard
deviations and the fold. It can be noticed that the crossover point average offsets varies
from 124 to 475 metres and that they generally increase a both ends of the survey, while
the standard deviation goes from zero to 122 metres (average of 28 metres). The fold for
the right crossover point averages decreases on the left extremity of the survey due to fewer
overlapping shot spreads available, while the fold of the left crossover point average
decreases on the right extremity of the survey. The maximum fold is 152 and the average
is70.

The equivaent displays are availablefor the S'wave refractions, so the location of the
crossover point averages and their respective arrival shot spreads are shown in Figure
4.17, while the crossover point average offsets, the standard deviations and the fold are
illustrated by figure 4.18. The crossover point average offsets range from 70 to 286
metres, while the standard deviation goes from zero to 190 metres (average of 18 metres).
The maximum fold is 62 and the average is 27.
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Figure 4.13. Crossover autopicking process for the left crossover point of shot gather #90
(o) and for the right crossover point of shot gather #100 (*) on the P-wave refractions
(median filter window length of 11 samples and differentiation separation length of 3

samples).
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Figure 4.14. Crossover autopicking process for the left crossover point of shot gather #90
(o) and for the right crossover point of shot gather #100 (*) on the Swave refractions
(median filter window length of 11 samples and differentiation separation length of 3

samples).
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Figure 4.15. Crossover point averages of the P-wave refractions for the left trailing (o)
and right leading (*) shot spreads.
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average (o) for the P-wave refractions.
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Figure 4.17. Crossover point averages of the Swave refractions for the left trailing (o)
and right leading (*) shot spreads.
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4.3.4 Veocity model

The velocity model was established from the knowledge of the crossover point average
locations. The velocity calculationuses the direct arrival traveltimes(from shot to
crossover point location) to find the velocity of the subweathering layer and the refracted
arrival traveltimes (from the crossover point location to the end of survey or to an arbitrate
offset limit) to establish the second layer velocity (Minustime analysis). Figures 4.19 and
4.20 show the velocity models from the P-wave arrivals and Swave arrivals, respectively.
A median filter (window length of 7 samples) was applied to both models to reduce short
wavelength variation. The average P-wave velocities for the first and second layer are
respectively 1968 m/s and 3006 m/s, while the averageS'wave velocity for thefirst layer is
465 m/s and 1181 m/s for the second layer. The first layer P-wave velocity increases &
both ends of the survey. The increase of the P-wave velocity coincides with an increase of
the crossover point offsets. Vp/Vs is4.2 for thefirst layer and 2.5 for the second layer.
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Figure 4.19. P-wave velocity model caculated from the P-wave arriva traveltimes: first
layer velocity (+) and second layer velocity (x). Both velocities were median filtered with
awindow length of 7 samples.
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Figure 4.20. Swave velocity model caculated from the Swave arrival traveltimes: first
layer velocity (+) and second layer velocity (x). Both velocities were median filtered with
awindow length of 7 samples.

4.3.5 Plustime and Delay time analyses

The Plus time analysis process was undertaken on both P-wave and S'wave refractions
according to the respective crossover point average locations and a user-selected offset
limit. An offset limit of 3000 metres, which constrained the Plus-Minus time analysis
window, was used to remove suspected third layer refracted arrivals from the computation.
Figure 4.21 shows the Plus time average values a each receiver with the corresponding
statistics (standard deviation and fold) for theP-wave refractions, while Figure 4.22 shows
the results for the Swave refractions. The average Plustime valuesfor the entireline is 72
ms for the P-wave and 381 msfor the Swave. The average standard deviation is 8 ms for
the P-wave and 105 msfor the Swave. The standard deviation increases abruptly at both
ends of the survey because the Delay time analysis was used in replacement of the Plus
time analysis, which is limited by the Plus-Minus time analysis window. Deay times for
receivers outside the Plus-Minus time analysis window were found using the shot Delay
times, which are calculated from the known Plus time values of receivers a the same
locations (Lawton, 1989). The fold at the survey extremities is less than at the other
surface locations because the delay time analysis uses only one shot spread at atime while
Plustime analysis uses all the possible combinations of two shot spreads.
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Figure 4.21. Plustime values and statistics for the P-wave refractions.

I I
1000 1500

500
450
T

£ 40

350

Plus Time

300

3500

4000

250

I I ! I
2000 2500 3000 3500

I
1500

200

s)

o
[

=
o

o
=

Standard deviation (m

I I I I ! I
1000 1500 2000 2500 3000 3500

1500

o
;\-F’ Wt -

1000 iy
+
4
i

o

Fold

300

] HEHH

]
4000

I I !
2000 2300 3000

Coordinate (m)

Figure 4.22. Plustime values and statistics for the S'wave refractions.

I I
0 a00 1000 1300 3500

4000



53
4.3.6 Depth model

The first layer thickness calculations were undertaken using the velocities and the Plus
time values. For the P-wave and Swave depth model calculations, constant first layer
velocity of 1968 m/s and 465 m/s, respectively, were used instead of the caculated
velocities to reduce the short wavelength variation due to arriva picking errors and lack of
near-offset recelver coverage. Figure 4.23 shows the P-wave depth model and the
corresponding statistics (standard deviation and fold), while Figure 4.24 displays the S
wave model. The average thickness of thefirst layer is of 94 metres for theP-model and of
96 metres for the Smodel. The average standard deviation is 11 meters for theP-wave and
27 metres for the Swave. In both cases, the first layer includes the thin surficial glacid
deposits and the shale. The second layer which has a P-wave velocity of about 3000 m/s
and Swave velocity of about 1200 m/s is probably composed of a more compacted and
coarser-grained sandstone of the Paskapoo Formation.
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Figure 4.23. P-wave depth model and statistics (vertical exaggeration = 6).
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Figure 4.24. S'wave depth model and statistics (vertical exaggeration = 6).

4.3.7 Static corrections

With the P-wave and Swave models (depths and velocities) known, the gatic
corrections were computed. Figures 4.25 and 4.26 show the surface-consistent elevation
corrections, weathering corrections and total corrections for the P-wave model and Swave
models. The datum elevation used was 930 metres, which is the average surface elevation.
The replacement velocity was 3100 m/s for the P-wave model and 1200 m/s for the S'wave
model.
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Figure 4.25. Surface-consistent static corrections established from the P-wave modd:
elevation corrections (*), weathering corrections (+), and total corrections (0).
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Figure 4.26. Surface-consistent static corrections established from the Swave mode:
elevation corrections (*), weathering corrections (+), and total corrections (0).
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4.4 GENERALIZED LINEAR INVERSION ANALYSIS

The Generdized Linear Inversion (GLI) method by Hampson and Russell (1984) uses
an input model an its calculated refracted traveltimes to compare and to match them with the
observed refracted traveltimes by updating the model iteratively (Hampson and Russell,
1984). The GLI method was used to provide a comparison with the PMT method.

4.4.1 Initial input model

The first step of the Generalized Linear Inversion method is to build an approximate
near-surface model. The mode is built using a slope picking process of the refracted
arrivalsin an offset window. The samerefracted arrival traveltimes (P and S) used for the
Plus-Minus time analysis method were used to build theP-wave and Swave input models.
Figure 4.27 displays all the P-wave refracted arrival traveltimesin term of offset, aswell as
theinitia input model (straight-line). Theinitia P-wave model has a first layer velocity of
1968 m/s and a second layer velocity of 3168 m/s. Theinitid first layer thickness is of 95
metres, according to the intercept time of 76 ms. Similarly, the Swave refracted arrival
traveltimes with theinitial input model (straight line-lope) are shown in Figure 4.28. The
initid Swave velocities are 465 m/s and 1325 m/s forthe first and second layer,
respectively. Theinitial first layer thicknessis of 87 metres (intercept time of 350 ms).
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Figure 4.27. P-wave refracted arriva traveltimes versus offset and initid input P-wave
model (straight line-slope).
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4.4.2 Final inverted model

From theinitial input models (P and S), arrival traveltimes are calculated using a Smple
raytracing method (straight raypath and localy flat layer). The inverson procedure
consists of sequentially modifying the thickness and velocity of the input model to get a
closer match of the calculated arrival traveltimes with the observed arriva traveltimes
(Gauss-Seidéd iteration and conjugate-gradient algorithm, Hampson and Russell, 1984).
Like with the Plus-Minus time analysis, an offset limit of 3000 metres was used to avoid
third layer arrivals in the analysis, which can beseen in Figure 4.28. To tabilize the
inversion, a depth smoother of 150 metres and a velocity smoother of 1500 metres were
used. GLI method uses ray-tracing to perform forward modelling, so that the model must
be smoothed to prevent instability. For example, a long smoother length gives a very
stable model, but of low resolution. Therefore, a separate short-wave calculation is needed
after theinversion. During the inversion, both the thickness and the velocities can change
to provide a better fit of the modelled traveltime with the observed traveltime. The result of
theinversion on the P-wave and S'wave moded is expressed in term of variation in the first
layer thicknesses and the first and second layer velocities.
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The average thickness of the inverted P-wave depth model is 93 metres and the average

second layer velocity is 3190 m/s, while the first layer velocity remains unchanged. The
average thickness of thefirst layer for the Swave model is 91 metres and the second layer
velocity average is 1289 my/s.

4.5 COMPARISON OF PLUSMINUSTIME ANALYSISMETHOD AND
GENERALIZED LINEAR INVERSION METHOD RESULTS

4.5.1 Depth model comparison

The P-wave and S'wave depth models can be compared by looking at the elevation of
the first and second layer interface. Figure 4.29 shows the elevation of the first and second
layer interface of the P-wave depth model for the Plus-Minus time analysis (PMT) and
Generdized Linear Inversion (GLI) methods, whereas Figure 4.30 displays the eevation
of the first and second layer interface of the Swave model for the two methods. The
elevation average for the P-wave depth model is 837 metres with the PMT method and 838
metres with the GLI method, whilethe elevation average for the Swave depth modd is
835 metres with the PMT method and 841 metres with the GLI method. When comparing
the interface elevations for the P-wave models, it is noticed that GLI elevations track the
PMT elevations. The GLI elevations are smoother due to the depth smoother used (150
metres). If we look a the Swave interface elevations, the PMT and GLI eevations have
the same shape, although there is a constant elevation difference in the middle of thesurvey
line and greater elevation differencesfor the PMT interface. In terms of the average first
layer thickness for the P-models, the PMT model is 94 metres and GLI1 model is 93 metres,
whereas for Smodels, the PMT model is 96 metres and GLI moddl is 91 metres. The
discrepancy between the GLI and PMT model is more important for theSmodel. This can
be explained in part by the poorer quality of the Swave refraction picking which results in
a less constrained arrival traveltime range (Figure 4.28). To obtain a well defined near-
surface model, GLI method counts on the regection of some refracted arrivals that have
traveltimes too far from the calculated traveltimesbased on an input model. While, the
PMT method depends strictly on the statistical redundancy of the refracted arrivals at each
location. The average of PMT and GLI models results in the same average thicknessfor P
and Smodels, i.e. 94 metres.
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Figure 4.29. First and second layer interface elevation for the P-wave models: PMT
method (x) and GLI method (0) (vertical exaggeration = 22).

560 : :

340k 4
Surface
9201 _

300+ -

BROF e

Elevation {m)

BGO

B40

820
300 280 260 240 2 200 1an 160 14D 120 (receiver)
10 20 30 40 50 60 70 80 100 118,120 130 140 150 160 170 180 | (shot)
800 I I 1 I I I I
0 500 1000 1500 2000 2500 3000 3500 4000

Coordinate (m)
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45,2 Static solution comparison

From the P-wave and Swave models, static corrections were computed. The datum
used for both PMT and GLI models was 930 metres. The replacement velocity for the P-
wave models was 3100 m/s and 1200 m/s for the Swave models. The recelver static
corrections calculated from the P-wave models (PMT and GLI) are shown in Figure 4.31.
The two solutionsare very similar in terms of long wavelength character. Figure 4.32
displaysthe receiver static corrections for the Swave models (PMT and GLI). Again, both
solutions express the same features with a constant difference of about 20 ms inthe middle
of the survey line (receiver number 135-250). However, differences between the PMT and
GLI static solutions occur at the beginning and at the end of thesurvey line. The recelver
static corrections coming from the P-models can be gpplied to the vertica component data,
while the recelver static corrections calculated from the Smodels are for the radia
component data. The shot static corrections computed from the P-models are used for both
veticd and radial componentdata.  Figure 4.33 shows the shot static corrections
established from the P-models and the shot hole depth. Both PMT and GLI solutions have
similar values with some differences in terms of intermediate and high frequencies statics.
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4.5.3 Common receiver stack comparison
Common receiver stacks were produced from the vertical and the radial component data.
The shot static corrections calculated from the P-model are used for both component data
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(vertical and radial). The recelver static correctionscalculated from the P-model are used

for the vertical component data, while the receiver static corrections computedfrom the S

model are applied to the radia component data. The quality of a common receiver stack
and the efficiency of the static corrections applied can be determined looking at the reflector
structure and continuity (receiver static corrections), aswell asthe energy focus (shot static
corrections).

Vertical component

Figures 4.34, 4.35 and 4.36 show the verticad component common receiver stacks
without any static correction, with the PMT satic solutions and GLI static solutions
applied, respectively. Both common receiver stacks with the PMT and GLI static solutions
show clear improvement compared to the common receiver stack without static corrections.
The static corrections have successfully removed the fal se reflector time structure, enhanced
the reflector continuity, and have provided better energy focus. Both PMT and GLI
solutions give comparabl e results.
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Figure 4.35. Verticd component common receiver stack with the PMT static solutions
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Radial component

Figures 4.37, 4.38 and 4.39 show respectively the radiad component common receiver
stacks without static correction, with the PMT static solutions and GLI static solutions
applied. Thereis an improvement to the common recelver stack with the PMT and GLI
static solutions applied in comparison with the raw common recelver stack. The datic
corrections did remove some false reflector time structure and enhanced the reflector
continuity. However, the improvement is not asobvious and significant as the
improvement on the vertical component, also the PMT and GLI static solutions both seem
to have added some long wavelength reflector structure. Figure 4.40 displays a reflector
horizon before and after the static solutions were applied. It can be noticed that a reflector
structure is being added in the middie of the survey line, around receiver number 210,
which corresponds to an increasing thickness of the first layer in the PMT S'wave model in
between coordinate 1500 to 2000 metres (receiver numbers 200 to 230 in Figure 4.30).
This feature has athickness of about 10 metres and is believed to be a paleochannel. The
paleochannel might be composed of coarser materials (silt-sand) than the average firstlayer
(shale) so that the local seismic velocities should be faster. Therefore, the use of a constant
first layer velocity will cause an overestimation of the static corrections for this feature.

Theincreasing receiver static correction values (PMT and GLI) towards the middle and
the end of the survey line are due to an increasing first layer thickness trend in the S model.
Therefore, a long wavelength time structure trend is being added to the reflector.
However, remova of some intermediate wavelength apparent-reflector structure has been
achieved, especially along thefirst half of the survey line. As a result of the application of
the static corrections, the sections have been moved to earlier times. Difference between
the reflector structure with the PMT static solutions and the reflector structure with the GLI
static solutionsisless obvious. The PMT static solutions give a better result a the end of
the survey line between coordinate 3500 to 4000 metres (receiver numbers 101 to 130).
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Flguren4 39. Radia component common receiver stack with the GLI satic solutions
(receiver static corrections from the Smodel and shot static corrections from the P-model).
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4.5.4 Common sour ce stack comparison

Common source stacks were produced using the radial component only, to provide
further comparison of the PMT and GLI methods. The static corrections applied were the
same as for the common receiver stack P-source static corrections and Sreceiver static
corrections). The evaluation of the quality of a common source stack andthe efficiency of
the static corrections applied can be determined looking a the reflector structure and
continuity (source satic corrections), as well as the energy focus (receiver satic
corrections). Figures 4.41, 4.42 and 4.43 show respectively the radia component
common source stacks without any static correction, with the PMT static solutions and GLI
gatic solutions applied. Both common source stacks with the PMT and GLI satic
solutions show clear improvement compared to the common source stack without static
corrections. The static corrections (PMT and GLI1) have successfully removed apparent
reflector time structure, enhanced the reflector continuity, and have provided better energy
focus. However, the quality of thestack, in the beginning of the section (stations 120 to
189), has been degraded with the addition of the static corrections (PMT andGLI). The
PMT static solutions produce a better stack compare to the GLI static solutions, in terms of
energy focus and reflector continuity. The recelver static corrections influence the energy
focus and the source static corrections impact on the reflector continuity.
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CHAPTER 5- CONCLUSIONS

Refraction analysis using the Plus-Minus time analysis method developed in this thesis
allows the determination of 2D near-surface models, from which static corrections can be
caculated. The Plus-Minus time analysis method was tested with synthetic data, and had
provided an accurate model in terms of depths and velocities.

The method was then used with a three-component data from the Blackfoot area. The
identification of Swave refractions on the radial component enabled the establishment of an
Swave near-surface model, while the P-wave refractions from the vertical component were
used to build the near-surface P-wave model. The Generadlized Linear Inversion method
(GL1) was used to provide a comparison with the Plus-Minus time analysis method (PMT).

Theresults of the PMT and GLI methods are consistent in terms of depths, velocities,
static corrections, which prove the validity of thenew method (PMT). Furthermore, the
Plus-Minustime analysis method provides a more detailed model than Generalized Linear
Inverson method due to smoothing filters required for the stabilization of the GLI
inversion agorithm. The Plus-Minus time analysis model solutions (depth and velocity)
are strictly based on the refracted arrivals, whereas the Generalized Linear Inversion model
solutions depend also on the input model and the smoothing filters. The input model has a
greater impact when the quality of the refracted arrival picksis poor.

The average P-wave velocity for thefirst layer is 1968 m/s and around 3100 my/s for the
second layer, while the average Swave velocity is 465 m/s for the first layer and around
1200 m/sfor the second layer. Vp/Vs of thefirst layer is4.2 and 2.5 for the second layer.

The receiver and source static corrections computed from the P-models (GLI and PMT)
were applied on the vertical component dataand common receiver stacks were produced.
The static corrections from both methods had removed the apparent reflector structure and
enhanced the reflector continuity. According to the P-S reflection raypath geometry
(downgoing P-wave and upgoing Swave), the shot static corrections were computed from
the P-wave models and the receiver static corrections from the Swave models and were
applied to the radial component data. The static corrections from both methods did remove
some of the apparent reflector structure and enhance the reflector continuity. However, the
improvement is not as significant as for the vertical component and the static corrections
seem to have added some long wavelength reflector structures. Furthermore, a comparison
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of the radial component common source stacks has clearly shown improvement in terms of

energy focus and reflector continuity for the stack sections with the static corrections
applied (PMT and GLI). Also, the PMT static solutions provide better results thanthe GLI
static solutions.

The use of static corrections based on the near-surface models (P and S) instead of hand
picking corrections remains more meaningful and physically redlistic (Schafer, 1991). The
remova of the intermediate and long wavelength staticsshould fecilitate the short-
wavelength residual static computation.

FUTURE WORK

Currently, the Plus-Minus time analysis method works only for smple 2 layer 2-D
models. The method should be extended to 3-D and allow more complex near-surface
layering (3 or more layers).

A shear-refraction analysis on other 3-component dataset will help establish how reliable
the Swave refractions are to image the near-surface. Furthermore, the extraction of theS
wave refractions using more efficient filters should enhance the qudity of the refracted
arrival picks. Therefore, a more accurate near-surface model should result and more
appropriate static corrections can be applied to data.
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APPENDIX A : DELAY TIME ANALYSIS

A traditiona method for refraction analysis is the “delay time” method introduced by
Gardner in 1939. The Delay time analysisis based on the following equation, where i and

tr are the time from a shot (ts) and areceiver (ty) to the refractor minus the time necessary to
travel the normal projection of the raypath on the refractor (see Equation A.1 and Figure
A.l).

tgr =tg+ sr/vy +tr ;if sr=ad; (A.1)
where tgr equals the source-receiver traveltime of the refracted raypath and v; the velocity
of thefirst refractor.
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Figure A.1. Refracted raypath for a two layers model, i.e. a subweatheringlayer of z,
thickness and low velocity (Vo) , and asecond undefined layer of high velocity (w).

The Delay time for a shot (ts) and for a receiver (tr), based on Figure (A.1), can be

expressed in the following manner:

ts = sblvg - ablv, (A.2)
tr = cr/vy- cd/v, (A.3)

Then the basic Delay time in equation (A.1) can be modified as follows:

togr = ab/V]_ + Cd/V]_ + bC/V]_ +tg+ tr (A4)
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Equation (A.1) corresponds to the equation of a straight line with a dopeequal to 1/v, ,

and atimeintercept (tj) of ts+ ty (Figure A.2).

Time

1/ vy

Of fset

Figure A.2. First-arrivals traveltimes in function of source-receiver offset distance based
on the two layers model in Figure (A.1).

From there, it can be demonstrated that:
tj =tg+ tr = 2 z5 cOS B¢ Vg (A.5)

where O¢ is the critical incidence angle in Figure (A.1), and z, the thickness of the first
layer (Vo).

If welook at Figure (A.1) and, since xb/vy = ablv,, then :

ts = (sx + xb)/vq - ablv, = sx/vg (A.6)
where: (sx + xb)/vy =tgp; and sx/vg=23c0S 6 /vy .

Similarly, it can be shown that:
tr =z cOs B¢ /vg (A.7)
Therefore the delay time analysis allows the determination of thefirst layer thickness

below the shot and the receiver. However the knowledge of the first and second layer
velocity isrequired and the delay time analysis assumes alocal flat interfacebelow the shot
and the receiver and works only for a gentle dipping interface.



76
APPENDIX B-THE PLUSMINUSTIME ANALYSIS

METHOD: THEORY

Plus-Minus Time analysis window
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Figure B.1. Plus time anaysis according to the “plussminus’ method of Hagedoorn
(1959).

The Plustime value (T*) can be evaluated for each of the receivers inside that window
(Figure B.1). The Plus time value a a recelver (T*D) is defined as the sum of the



77
traveltime at the receiver from a forward source (TAD) and the traveltime a the receiver

from the reverse source (THD), minus the traveltime between the two sources (TAH).

TtD=TAD+THD - TAH (B.1)

Each one of these raypath traveltimes can be replaced by smaler raypath tevetime
segments:

TAD=TAB+TBC+TCD (B.2)
THD=THG + TGF+ TFD (B.3)
TAH=THA =TAB+ TBG+TGH (B.4)

The raypath traveltime TBG can aso be replaced by smaller segments:

TBG=TBC+TCE+ T TEF+ TFG (B.5)

The substitution of Equation (B.5) into Equation (B.4), and then of Equations (B.2),
(B.3), and (B.4) into Equation (B.1), gives the following equation:

T*D=TcD-TCE+TFD -TEF (B.6)
where TcD - TCE istheleft Delay time (dp|) and TED -TEF is the right Delay time (D)

at receiver D.

Now, if we replace the traveltime by the equivalent distance divided by the
corresponding seismic velocity, Equation (B.6) becomes:

T*D=CD/V - CENV,+FD/V -EF/V, (B.7)
where CDNl- CFJV2 =9p| and FDN1 - EF/V2 =0Dr

Theleft Delay time can be expressed as.
oDI = (CP+PD)/V_- CENV, (B.8)

From Snell'slaw, it can be shown that CP/V_ = CE/V , so that the left Delay time @DI)
becomes PD/V .
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From there, alink between the left Delay time (dp|) and the thickness of the first layer

below receiver D (Z D) can be established:

) dDI = PD/V_ =[Z D cos(8¢)]/V, (B.9)
where 8¢ =sin (V /V )

Similarly, it can be shown that the right Delay time (dDr) is linked to the thickness of the
first layer below receiver D (Z D):

8Dr = [Z,D cos(BAIIV, (B.10)

According to Equations (B.9) and (B.10), the expression for the Plustime (Tp*) can be
expressed as:

T*D =2[Z D cos(8c)]/V, (B.11)
where TTp isequa to the sum of dpr and oD .

Hence, the thickness of thefirst layer at the receiver D can be found.

Z D =[(T*D)*(V ))/2(cos(8¢)) (B.12)

The velocity of the first layer can be found using the inverseslope of the first layer
arrivals (Sf to Xf and Sy to Xy). From the second layer arrivals (after Xt for the forward

spread and after Xy for the reverse spread), the second layer velocity can be derived using
the Minustime analysis (Figure B.2).
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Figure B.2. Minus time analysis according to the “plus-minus’ method of Hagedoorn
(1959).

The definition of the Minustime at areceiver (T-D) isthe subtraction of the traveltime a

the receiver from the reverse source (THD) of the traveltime a the receiver from the
forward source (TAD), minus the traveltime between the two sources (TAH).

T-D=TAD-THD- TAH (B.13)
A velocity analysis of the second layer can be undertaken using the Minustime values a
two receivers (D and D) with a specified separation distance (AX):

T-D'=TAD'- THD'- TAH

(B.14)
Subtraction of Equation (B.13) from Equation (B.14) resultsin:
T-D'-T'D=TAD'- TAD + THD - THD

(B.15)
where TAD'- TAD and THD - THD' areequal to AXN2

The velocity of the second layer (V) isequal to twice the inverse slope of a best fit line

through the Minus time variations (AT-p) calculated for each receivers inside the Plus-
Minus time analysis window.

T-D'-T-D =AT-D = 2(AX)/V, (B.16)
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APPENDIX C - THE PLUSMINUSTIME ANALYSIS
METHOD: IMPLEMENTATION

Program overview

The Plus-Minus time analysis method has been implemented as a interactive, menu
driven application in the Matlab computing environment. Theprogram, cdled PMT, takes
at itsinput first break picks and geometry from a 2D seismic survey. PMT isdesigned so
that the user is guided through the processing flow shown in Figure 2.3. In addition, to
the automated processing, manual, interactive editing may be performed on the following
intermediate results: crossover points, crossover point averages, the velocity model, and
the depth model.  When satisfactory depth and velocity models are built, the user may
output the depth and velocity models and the static corrections. At any point in the
processing flow, the project may be saved to disk.

Har dwar e/softwar e requir ement

The Plus-Minus time analysis software is written in the Matlab language. Matlab is a
commercial package which provides atechnical computing and visualization environment.
A Matlab license is required to run the Plus-Minus time analysis software. Currently,
arrival times and geometry are input from ProMax exported database files. The refracted
arrival times are previously picked in the processing software (currently ProMax) and then
input to the Plus-Minus time analysis software. The geometry files include the receiver
coordinates and elevations, and the shot coordinates and elevations, as well as the uphole
time (see next section). The software can berun on any platform for which Matlab is
available, including UNIX, MS-Windows, and Macintosh.
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Datafiles

Filesrequired for import

The Plus-Minus time analysis method requires the refracted arrival traveltimes and
survey geometry. The import of this information is currently supported using ProMax
ASCII database export files.

All the necessary information is in the ProMAX database under the trace order (TRC),
surface station (SRF) and source index number (SIN) (Table C.1). The picked refracted
arrivals are found in the database under trace order with the name givenwhen saved
(GEOMETRY FB_PICK) (Table C.2). Then go to ASCII/SAVE and savethe files with a
specified name and the extension ".a_db".

The same process is repeated for all the geometry files. The receiver coordinates and
elevations should be found in the databaseunder surface station (SRF) as recelver x
coordinates (GEOMETRY X COORD) and receiver y-coordinates(GEOMETRY
Y _COORD), and as receiver devation (GEOMETRY ELEV) (Table C.3). The source
elevations and coordinates can be found under source index number (SIN) as source x-
coordinates (GEOMETRY X COORD) and  source Yy-coordinates(GEOMETRY
Y _COORD), and as source elevation (GEOMETRY ELEV) (Table C.4).

If available, the uphole time file is found under source index number (SIN) as source
uphole time (GEOMETRY UPHOLE). Findly to create a link between the refracted
arrivals and the surface station and the source index number, two more files must be
exported. These are found under trace number (TRC) as corresponding surface station for
each trace number (GEOMETRY SRF) and as trace numbers for each source index number
(GEOMETRY SIN) (Table C.2).

Areas Lines Orders
Name Name TRC
SRF
SIN
Table C.1. Dataset line orders.
Orders Attributes
TRC GEOMETRY SIN
GEOMETRY SRF
GEOMETRY FB_PICK

Table C.2. Trace order attributes.



Orders

Attributes

SRF

GEOMETRY X_COORD
GEOMETRY Y_COORD
GEOMETRY ELEV

Table C.3. Surface station order attributes.

Orders

Attributes

SIN

GEOMETRY X_COORD
GEOMETRY Y_COORD
GEOMETRY ELEV
GEOMETRY UPHOLE

“Table C.4. Source index number order attributes.
Exporting files from PMT

The output of the PMT method analysis is a depth model, a velocity model and datic
corrections. The depth model contains the interface elevation between thefirst and second
layer at each receiver location (surface station) (Table C.5). This modd is exported into a
file with the extension “.dpt”. The velocity model contains the velocity of thefirst and
second layer at each receiver location (Table C.6). This model is exported into afile with
the extension “.vel”. The static corrections contain the source and receiver statics (Table

C.7).
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Each of these static corrections includes the weathering correction, the eevation

correction and the total correction a the corresponding coordinate location. The exported
static files have the extension ".sta’ added. All the output files are in ASCII format and
may be read by most processing software packages.

Receiver # | Coordinate | Surface Layerl-Layer2 Layerl
elevation interface elevation thickness

Table C.5. Depth model.

Receiver # Coordinate Layerl velocity Layer2 velocity

Table C.6. Velocity model.

Receiver #

Coordinate

Weathering Elevation

Total

Shot #

Coordinate

Elevation

Weathering

Total

Table C.7. Static corrections.
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I nter active editing

During the processing, the following intermediate results may be manually edited.
Many of the processing steps use parameterized agorithms which may not produce optimal
results with noisy data.

Crossover points

If there is a second near-surface layer there will be two crossover points, and the
crossover point autopicking routine will sometimes pick the deeper one. This can usually
be controlled by specifying the maximum offset during the autopicking process.

The crossover point edit module alows the user to modify each individua crossover
point location manually. To enable the "crossover point editing”, the "crossover point
autopicking process' must be completed. Crossover point editing uses two overlapping
shot gathers and the corresponding crossover point locations, i.e. the left crossover point
of the left shot and the right crossover point of the right shot. To help edit the crossover
point, the arrival picks and the traveltime difference with the median filtered equivalent, as
well as the first and second derivative of the filtered traveltime difference are displayed in
different windows (Figure 2.6). If the crossover point locations have not been edited
before, their locations should correspond to the maximum of the second derivative curves.
The options are to move the crossover point locations, to delete the crossover points or to
add a crossover point. Now, only one crossover point is allowed on each traveltime
difference segment curve and should belong to the smaller traveltime arrival spread.
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Crossover point averages

The crossover point average editing module can be used after the crossover points have
been picked and averaged. All the crossover points (CVPs) at a given location are averaged
in the crossover averaging module. The CVP average editing module allows for the precise
control of this averaging process. This editing module looks a one shot gather (left and/or
right spread(s)) and at the corresponding left and/or right crossover point average(s).
Figure C.1 shows, in the top right corner, the arrivalswith the crossover point averages.
Below the arrivals window, all the possible traveltime difference (TD) curves withthe shot
gather are being aligned to thelr flat portions and then stacked. Stacking the TD curves
resultsin noise reduction. Then, the median filtered equivalent of the stacked TD curves as
well as the first and second derivatives are shown. Now the locations of the maximum
second derivative might not correspond to locations of the crossover point averages due to
some remaining bad crossover point picksin the averages or to some stacking problem and
noiseinthedata. The main point of this editing function is to let the user interpret which
location for the crossover point average is more valid.

The stacking process of al the traveltime dfference curves should reduce the leve of
noise in the data by canceling theinconsistent traveltime differences due to bad arriva
picks. The process of crossover point averaging and rejection is also statistically reliable,
so that the final decision on crossover point location should be made as an interpretation by
the user.

Crossover point regjection can be accomplished interactively in this function or in the
crossover point rejection process. The advantage of doing the crossover point rgection in
thisfunction is that the standard deviation limit can be modified and the resulting crossover
point average observed interactively. Also, instead of stacking all the possible TD curves,
the user can constrain the range of the overlapping shots that are going to be used. Now
the crossover point averages saved in the database can be moved to the maximums of the
second derivative of the stack traveltime difference (STD) or to the crossover point average
locations according to the rgection criteriaor anywhere else along the traveltime difference
segments.
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Figure C.1. Crossover point averaging editing.

Velocity model

Thefirst and second layer velocities can be median filtered and manually edited using the
edit velocity modd function. The median filter is applied to the first or/and the second layer
velocity with a specified window length. The window length is determined according to
the degree of smoothness wanted. The velocities should not changed drastically from one
receiver to the next one, according to a redlistic near-surface earth model. Also, the first
layer velocity should not be greater than the second layer velocity. The use of the "velocity
model display” prior to editing the velocity model should help the user identify the
modification needed. The velocity changes are allowed only along the velocity axis, so that
the velocity values remain at the same receiver locations.



86
Depth model

Finaly, the depth moded editing function allows the filtering and the manual editing of
the interface between the first and second layers. Thefiltering of thefirst and second layer
interface using a median filter with a specified window length will smooth the interface and
reduced its frequency content. Asthe window length increases, the frequency content of
the interface decreases. The use of the median filter is generaly not recommended in order
to keep dl thedetals in the depth model, which determine the short wavelength static
corrections. The median filter should be used; if necessary, or if only the long wavelength
component iswanted. The first and second layer interface can also be manualy edited in
the same way. The depth model manua editingshould be used only to modify
unreasonable irregularities aong the interface. The depth model depends on the velocity
mode and the Plus time values, so that irregularities in the depth model are due to the
velocity model or/and to the Plustime values. It is better to correct the velocity model and
check the Plus time values than edit the depth model. Remember that changes in the depth
modd will directly change the static corrections, so that only necessary modifications
should be undertaken.



APPENDIX D - WATER WELLSIN THE AREA OF

THE BLACKFOOT 2D-3C DATA
The water well datainformation were provided by the Alberta Environmental Protection.
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Widl location

LSD/SEC/TWP/RGE/W. MER

Dae

Lithology

Water
leve

15-07-023-23-W4

August, 1995

0-4 m: clay, 4-24 m: shale (with
sandstone), 24-30 m: sandstone

1I5m

04-08-023-23-W4

January, 1966

0-12 m: clay, 12-69 m: shale,
69-70 m: sandstone

40m

NE-08-023-23-W4

June, 1990

0-3m: clay, 3-4 m: till, 4-23 m:
shale, 23-26 m: coal, 26-34 m:
shale, 34-46 m: fine-grained
sandstone, 46-52 m: shale, 52-
55 m: fine-grained sandstone,
55-60 m: shale, 60-67 m: fine-
grained sandstone

SW-15-023-23-W4

January, 1991

0-2m: till, 2-15 m: shae, 15-19
m: coarse-grained sandstone,
19-32 m: shale, 32-39 m:
coarse-grained sandstone, 39-59
m: shale, 59-70 m: medium-
grained sandstone

SE-17-023-23-W4

September, 1988

0-8 m: clay & till, 8-43 m: shde
(with sandstone & coal)

3m

NW-20-023-23-W4

December, 1974

0-4 m: clay, 4-28 m: snae (with
sandstone)

1I5m

Table D.1. Water well information in the area of the Blackfoot 2D-3C data.




