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CHAPTER ONE: INTRODUCTION  

This thesis explores the near-surface and deeper subsurface in two different locations of 

the Canadian Arctic: Devon Island, and Hadween Island in the Mackenzie Delta. The 

Northwest Territories and Nunavut cover a vast area in the northern latitudes of Canada. 

Based mainly on seismic exploration and more than 400 wells, several basins have been 

studied in the Mackenzie Delta with major oil + gas discoveries (Polczer, 2001). 

Production from these fields waits for delivery options such as the Mackenzie Valley 

Pipeline. Interest in developing these regions has increased in the last 5 years, creating a 

need for technologies capable of coping with the harsh climate conditions of the Arctic, 

and the challenges of subsurface imaging common to this setting. 

1.1- Motivation 

The Canadian Arctic lies upon a perennial frozen layer, often defined as permafrost. The 

thickness of this layer varies generally with latitude, thinning southward, where warmer 

temperatures are typical on the surface. Thickness may also be associated with the 

presence of water in the form of lakes, rivers, or underground streams. The fact that part 

of the subsurface is frozen represents a challenge for the development of this area, 

including oil and gas exploration and production activities. During the summer months, 

as surface temperature increases, part of the permafrost thaws forming the seasonally 

unfrozen layer. 

The surface of the planet Mars is also been thought to be underlain by frozen ground (Lee, 

2002; Long, 1999), and this has been a topic of research for different institutions around 

the world - the NASA Haughton-Mars Project (HMP) being one of them. HMP is located 

on Devon Island, Nunavut, where geologic and climatic conditions provide some 
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similarities to those on Mars. One of the objectives of HMP is to use geophysical 

exploration techniques, particularly seismic and ground-penetrating radar to study 

aqueous and frozen ground systems (www.marsonearth.org). Understanding the 

processes behind the formation of frozen and thawed layers is important to both the 

development of the Canadian Arctic and to future Mars analysis. 

 

1.2- Objectives 

Imaging the subsurface is the main research of this study. To investigate the capabilities 

and limitations of high resolution seismic and ground-penetrating radar exploration 

techniques for near surface imaging in periglacial environments. These objectives are 

achieved through the analysis of data acquired in the two study areas: Devon Island and 

Hadween Island. 

 

1.3- Devon Island study area 

Located in the central part of the Canadian Arctic Islands in Nunavut, Devon Island with 

a surface area of 66,800 km2 is the largest unhabited island on Earth (Figure 1.1). It has 

been visited by a number of research groups interested in the study of ice caps, glaciers, 

wildlife, archaeology, and simulations of living logistics on Mars, among others. It was 

the site of much hydrocarbon exploration activity in the 1960s and 70s and has a number 

of dry and abandoned offshore wells in its vicinity (Wilkin, 1998).  

The majority of the exploration for oil and gas of the island was centred on the Grinnell 

Peninsula (Figure 1.1). In 1962, west of Devon on Melville Island, the first well Dome 

Winter Harbour No. 1 in the Canadian Arctic Islands was completed (Figure 1.2). The 

http://www.marsonearth.org/
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well was dry, but it increased the interest in the Arctic Islands. Melville Island was the 

centre of operations for the exploration wells drilled through out the 70s. 

 

Haughton Crater

Grinnell Peninsula

 

Figure 1.1    Map of Devon Island, Nunavut (Glacier Atlas of Canada). Grinnell and North 
Yorkshire peninsulas are to the northwest part of Devon Island. 

 

A number of private geological field teams explored the Grinnell Peninsula, finding only 

poor hydrocarbon potential on northern Devon Island (Mayr et al., 1998). Mayr (1998) 

states that hydrocarbon accumulations from the middle member of the Allen Bay 

Formation may be trapped in the Devon Island Formation reefs, in the area north of 

Grinnell and North Yorkshire peninsulas (Figure 1.1).  
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The Lancaster Sound basin, located southeast of Devon Island, was an important area for 

exploration in the 70s. More than 6500 km of offshore marine seismic were recorded in 

this zone (Figure 1.1). The objective was the zone proximal to the basement uplift, the 

Dundas structure (www.canstrat.com).  

 

 

Figure 1.2    Map of region around Devon Island, Nunavut Territory (Indian and Northern Affairs 
Canada). Grinnell and North Yorkshire peninsulas are in the northwest part of Devon Island. 

 

NASA Haughton – Mars Project (HMP) 

The HMP is a field research project whose main objective is the scientific study of the 

Haughton impact structure and its surroundings, viewed as a terrestrial analog for Mars. 

In 1996, Dr. Pascal Lee initiated the project with a postdoctoral research proposal 

approved by the National Research Council (NRC) of the US National Academy of 

Sciences and NASA Ames Research Center (ARC). It has been active since the summer 

http://www.canstrat.com/
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of 1997, when the first research group surveyed the Haughton area confirming the 

potential for Mars analog studies (www.marsonearth.org). A total of eight field seasons 

have been successfully completed with the participation of various universities and 

institutions from around the world. The base camp of the HMP is located just outside the 

northwest area of the Haughton impact crater (Figure 1.1). 

The project is divided into two branches: the science and the exploration program. The 

goals of the science program can be summarized in three categories: 

(1) Obtain insights into the possible evolution of water and of past climates on Mars. 

(2) Study the effects of impacts on Earth and on other planets. 

(3) Analyze the possibilities and limits of life in extreme environments. 

On the other hand, the exploration program focuses on the development of new 

technologies/strategies and the use of human factors experience and field-based operation 

for the design of the future exploration of the Moon, Mars and other planets by robots 

and humans. The University of Calgary has collaborated with the science program in two 

different areas: 

(1) Subsurface Geologic Structure: ground-penetrating radar and seismic surveys of a 

variety of substrates at the Haughton impact structure and surrounding terrain are targeted 

at determining the crater's subsurface structure; and 

(2) Ground Ice and Subsurface Aqueous Environments, and Periglacial Geology:  

ground-penetrating radar surveys of ground ice and subsurface water at the Haughton 

impact structure and surrounding terrain are conducted and analyzed as an analog for 

exploring possible subsurface H2O-rich environments on the Moon and Mars. 
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1.4- Mackenzie Delta study area 

The discovery of the Taglu, Parsons Lake and Niglintgak gas fields in the years of 1971, 

1972 and 1973, respectively, generated interest in the commercial exploration for 

hydrocarbon in the Mackenzie Delta area. Approximately six trillion cubic feet of natural 

gas has been discovered in the area. 2D and 3D reflection seismic surveys were essential 

to the discovery of these three giant gas fields. Currently, the construction of a pipeline 

connecting the Delta to northern Alberta has been a topic of active discussion (Figure 

1.3). 

  

 

Figure 1.3   Mackenzie Valley Gas Pipeline route (modified from www.mackenziegasproject.com). 
A total of 1200 km could connect the Mackenzie Delta with Northern Alberta. 

 

As a result of numerous feasibility studies and proposals, the Mackenzie Gas Project 

(MGP) was formed. The partners in this project comprise four major oil companies: 

Imperial Oil Resources Ventures Ltd., ConocoPhillips Canada (North) Ltd., ExxonMobil 

Canada Properties, and Shell Canada Ltd.; plus the Aboriginal Pipeline Group (APG).  

The MGP has the objective of connecting northern onshore gas fields with North 

http://www.mackenziegasproject.com/
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American markets through a 1220 – kilometer natural gas pipeline system, which is 

proposed to run through the Mackenzie Valley (www.mackenziegasproject.com). The 

ultimate goal is to begin transporting natural gas through the pipeline by 2010.  

The surface of the Mackenzie Delta area has large water coverage, in the form of lakes 

and rivers. During the winter a layer of ice covers the entire area. When the summer 

warms the surface, and the ice starts thawing, the top part of the frozen ground thaws, 

forming what is known as the active layer. This layer may vary according to different 

factors such as the mean annual ground temperature, nature of the ground surface cover, 

and/or the thermal properties of the soil material (Williams et al., 1989). All of these 

processes make the near surface a complex medium with not only lateral but vertical 

variation in terms of elastic properties. Recording seismic surveys in this type of 

environment is challenging due to this varying subsurface. 

Some of the seismic issues related with periglacial environments are: 

(1) Variation in amplitude energy level; 

(2) Trapped and/or surface waves; 

(3) Poor transmission of acoustic energy to the subsurface; 

(4) Reverberations and/or flexural waves; 

(5) Large variation of static times. 

The CREWES Project at the University of Calgary was invited to participate in the 

acquisition of a 2D multicomponent seismic test line in a transition zone from floating ice 

to ground – fast ice. A compelling PP and PS 2-D seismic interpretation was achieved in 

the end. 

http://www.mackenziegasproject.com/
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CHAPTER TWO: SEISMIC EXPLORATION AT DEVON ISLAND, NUNAVUT 

2.1- Introduction, assumptions and previous work 

Water-saturated sediments show an increase of the compressional-wave velocity when 

temperature drops from 26º C to -36º C (Timur, 1968). The change of elastic modulae 

due to the freezing of interstitial water may be applied to use the seismic method for the 

study of physical properties of soil in periglacial environments. On average, an increase 

of 34% in the velocity of compressional waves due to freezing is obtained in different 

sands studied by Timur (1968). Based on this fact, a number of seismic experiments were 

recorded at two different locations in the Canadian Arctic as part of the NASA Haughton-

Mars Project. On average, the thickness of the active layer (water-saturated sediments) is 

0.6 m, with variations in the order of centimeters due to changes in the mean annual 

temperature of the region.  

Nieto et al. (2003) obtained compressional and shear wave velocities of 260 and 168 m/s, 

with a VP/VS ratio of 1.55 in the very near surface. The underlying frozen sediments 

(permafrost) showed a much higher compressional wave velocity of 3100 m/s and 2030 

m/s for shear waves, with a VP/VS ratio of 1.53. This strong impedance contrast between 

frozen and thawed layers represents a challenge to the seismic project due to diverse 

factors such as; 

(1) The critical angle of incidence is close to vertical, restricting the energy transmitted to 

the sub-permafrost layers; 

(2) Most of the seismic energy is trapped in the thawed layer, which results in 

reverberations and multiples that contaminate the records; and 
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(3) Small part of the energy gets transmitted below this interface, reducing the possibility 

of imaging sub-permafrost unfrozen bodies (taliks), if present. 

To visualize this situation and understand the propagation of elastic waves in this type of 

subsurface, seismic ray arrival times were calculated and energy partition were generated. 

An additional objective of this thesis was to study the possibility of imaging an unfrozen 

layer (i.e. talik) inside the permafrost layer. A general subsurface model, which includes 

a talik (Table 2.1 and Figure 2.1), was designed based on previous measurements and 

reference values (Telford et al., 1967; Nieto et al., 2003). 

 

Strata Thickness (m) VP (m/s) VS (m/s) ρ (g/cc) 

Water-saturated silt 0.6 260 168 2.21 

Seasonal frozen 0.3 3100 2030 2.0 

Talik (dry silt) 0.4 260 168 1.43 

Permafrost n.a. 3100 2030 2.0 

 

Table 2.1    Elastic parameters for the near surface periglacial model. Density values taken from 
Telford et al. (1967) 

 

0.4 m

Water-saturated silt
VP=260 m/s
VS=168 m/s
ρwet = 2.21

Dry silt (TALIK)
VP=260 m/s
VS=168 m/s
ρdry = 1.43 g/cc

0.3 m

0.6 m

Seasonal 
frozen layer

Permafrost layer
 

Figure 2.1    Periglacial near-surface elastic model of a particular High Arctic area during the 
summer including a talik.  
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Consider a model formed by only the first two layers of the periglacial model (Figure 2.1) 

and an incident P (compressional) wave to calculate the exact solution of energy partition 

based on Zoeppritz equations (www.crewes.org). Only the homogeneous solutions are 

considered for the analysis, i.e. below the critical angle. From the diagram (Figure 2.2) 

the following are observed: 

(1) A critical angle of incidence of 4.81º. 

(2) A large and almost constant RPP reflection coefficient versus angle of incidence, 

approximately 0.8; 

(3)  An increasing RPS reflection coefficient versus angle of incidence, ranging 

between 0 to -0.2; 

(4) A low coefficient of transmission TPP, near 0.18, and no variation with versus 

angle of incidence; and 

(5) Increasing transmission coefficient TPS with angle of incidence, ranging between 

0 to -0.2. 

 

RPP

RPS

TPP

TPS

 

Figure 2.2    Energy partition at the thawed-frozen layer interface of the periglacial model. 
Observe the small critical angle of incidence caused by the P-wave velocity contrast. RPP, RPS, 
TPP and TPS are the reflectivity coefficient and transmission coefficient, for PP and PS events, 
respectively. Dashed and solid lines are the phase and energy partition curves, respectively. 

http://www.crewes.org/
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A high reflection coefficient RPP is a promising factor for the application of seismic 

reflection techniques to survey these areas (periglacial near surface). The critical angle of 

incidence is small and restricts the transmission of homogeneous waves to the sub-

permafrost layers.  TPP is considerably smaller than the reflection coefficient RPP. The 

low transmission coefficient energy plus the attenuation and amplitude decay due to a 

spreading factor of this model limits the possibilities of imaging an intra-permafrost talik. 

The need for sensors with a broad amplitude range capacity to record possible deep 

reflections is a requirement. 

The exact solution for energy partition at a standard weathering/bedrock layer interface, 

which is standard in most land seismic surveys, offers insight into the comparison of 

these two cases (Figure 2.3, Table 2.2). 

 

TPP

RPS

RPP

TPS

 

Figure 2.3    Energy partition at a typical weathering-sub weathering type of near surface. RPP, 
RPS, TPP and TPS are the reflectivity coefficient and transmission coefficient, for PP and PS 
events, respectively. Dashed and solid lines are the phase and energy partition curves, 
respectively. 
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Strata Thickness VP (m/s) VS (m/s) ρ (g/cc) 

Weathering n.a. 800 200 1.6 

Sub weathering n.a. 1800 500 1.8 

 

Table 2.2    Elastic parameters for a typical weathering-sub weathering model. Values taken from 
Szelwis and Behle in Damdom and Domenico (1987) 

 

A larger critical angle of incidence which allows a broader range of homogeneous waves 

to be transmitted to the subsurface occurs in this model (Figure 2.3).  For this case, the 

transmission coefficient is larger than the reflection coefficient, indicating that more 

energy is being transmitted than reflected, as opposed to the first model. The converted-

wave modes RPS and TPS have a similar trend in both models. Generally, for land seismic 

surveys, a common convention is to bury the seismic source below the weathering layer. 

Surface and trapped waves are greatly reduced with this technique. 
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Figure 2.4    Arrival times for various waves propagating in the unfrozen-frozen layered medium. 
No talik is considered for this example. 
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Arrival times for different waves were calculated using the previous two-layer periglacial 

model, and assuming straight seismic rays (Figure 2.4, Equations 2.1 and 2.2). If the head 

wave event is extrapolated to the zero offset axes, a time value commonly called the 

intercept time is obtained. For this particular case, the zero-offset reflection two-way time 

can be approximated by the zero-offset refraction time, even though a head wave at zero 

offset does not exist. Mathematically, this can be explained using the expressions for 

reflection and refraction events in a two-layer model flat interface, constant velocity 

(Equations 2.1 and 2.2, respectively) when the offset is zero and the critical angle of 

incidence is small.  

2
2)( ⎟

⎠
⎞

⎜
⎝
⎛+=
V
xtxt oreflected    (2.1) 

( ) ( )
12

cos2
V

z
V
xxt c

refracted
α⋅⋅

+=   (2.2) 

This is the criteria supporting the processing flow used in this research project. The 

refracted energy is used to image the thawed-frozen layer interface, instead of the 

reflected energy. The traces are grouped by shot position to apply a Linear Moveout 

correction (LMO) which flattens the refraction (Figures 2.4 and 2.5). Based on the 

stacking principle to increase the signal-to-noise ratio, all the traces are summed into a 

single one located at the source position. The final pseudo-zero offset seismic stacked 

section is obtained after applying this process for each source point. 
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Figure 2.5    Effect of the LMO correction in refracted events. Since the critical angle of incidence 
is small, the zero-offset time can be approximated with the intercept time of the head wave. 

 

Shallow seismic imaging studies 

Seismic refraction data can yield valuable information from the near-surface geology, and 

sometimes it can also be a useful aid in interpreting shallow reflection data (Reynolds et 

al., 1990). Analysis of shear-wave reflections has had success in shallow 

weathering/bedrock interface at 60 m deep (Pullan et al., 1990). These authors found 

success with shear-wave reflection analyses in areas where the ground roll energy was 

quickly attenuated and did not interfere with reflection events. The method is optimal 

when the top layer is unconsolidated. 

Norminton (1990) shows by computer modeling that both SH and SV reflections from 

the bedrock interface should be observable at small angles of incidence, depending on the 

elastic parameters ratio and the type of incident wave P or SV. The SH wave has an 

advantage when designing field arrays; it only has one critical angle of incidence. Dufour 

et al. (1996) managed to detect shear head wave arrivals in shot records by analyzing 

their polarization. Dufour et al. showed how the P and S head waves have both rectilinear 
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polarizations in the vertical and radial component respectively and the Rayleigh waves 

have elliptical polarization. The use of FK filters was key to enhance the shear head 

waves in the radial component.  

Analyzing several shot records from different locations Jolly et al. (1971) demonstrated 

that the surface wave effect is greatly diminished when the source is located below the 

weathered layer. Bachrach et al. (1998) concludes in his work that there is still need to 

better understand the seismic response of the near surface. These authors showed how the 

velocity profile is pressure dependent in the first few meters below the surface. Bachrach 

et al. were able to recognize very shallow reflections, less than 1 m deep, in 

unconsolidated sediments by applying only a low cut filter.  

Xia et al. (1999) mentions that shear wave reflections will be possible depending on the 

dispersion of the unconsolidated layer, e.g. if the packet is dispersive resulting from 

strong velocity gradients near the surface, the groundroll will mask much of the viewing 

window.  

 

2.2- Study area 

In a flat area located inside the NASA Haughton-Mars Project base camp, two high-

resolution seismic surveys were recorded (Figure 2.6). The target for these surveys was 

the thawed-frozen layer interface and possible deeper events, such as taliks. High- 

frequency 40 Hz 3C geophones were used for both surveys. A pellet gun and a 3-lb 

hammer were the seismic sources for the 2-D and 3-D surveys, respectively. 
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Figure 2.6    High resolution 3C-2D and 3C-3D seismic surveys, left and right panels respectively. 
The geophones in the 2D survey are oriented in the N-S direction, while in the 3D the receiver 
lines are oriented in the E-W direction. 

 

A ground-penetrating radar constant-offset reconnaissance line indicated the presence of 

a thawed layer (Figure 3.3 in Chapter 3). Additionally, a pit was dug in the study area to 

take samples and to measure the true depth to permafrost (Figure 2.7). Nieto et al. (2003) 

reports a thickness of 0.6 m for the active layer and describe the active layer in terms of 

the silt sediment size (Figure 2.7). 
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Figure 2.7    Thawed ground profile from the experimental pit. The lithology consists of three 
units: fine silt, silt with clasts, and rocky layer. At 0.2 m deep a noticeable change in lithology is 
observed. 

 

The natural frequency of this geophone is 40 Hz, and its spurious frequency occurs at 

frequencies higher than 400 Hz. The seismic response curve output of this element 

(Figure 2.8) shows a stable output at frequencies higher than 400 Hz. The range of 

frequencies used in the project does not exceed 400 Hz, due to the thawed layer 

attenuation of high frequency components. A Strata View seismic recorder model R60 

from Geometrics Inc. allowed recording a maximum of 60 channels. The equipment was 

originally designed for refraction seismic surveys using single component geophones. It 

was successfully adapted to multicomponent geophones. 
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Figure 2.8    Seismic response of the element versus frequency. Observe the stability of the curve 
for frequencies up to 1 KHz. 

 

2.3- 3C-2D high resolution seismic imaging 

Survey design and acquisition 

A high – resolution seismic line, 4 m long, was acquired at the base camp survey site 

(Figure 2.6). Three-component, high frequency geophones were used along with a pellet 

gun as the seismic source. The line was set in the N-S direction. The target of the seismic 

line was to image the top of the frozen layer, as well as any other possible interfaces such 

as taliks. A geophone element was attached to the barrel of the gun to set the zero time 

for recording. The gun was used with standard pellets (which were recovered to have low 

environmental impact). The parameters for this recorded line were (Figure 2.9): 

• Receiver station interval: 0.2 m; 

• Total of 20 receiver stations; 

• 3 channels per station: vertical (V), inline (H2), and crossline (H1); 
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• Source station interval: 0.2 m; 

• Source stations in between two receiver stations; 

• Total of 21 source stations; 

• Time sample rate: 0.125 ms; and 

• Recording time: 256 ms. 
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Figure 2.9    Diagram of 3C-2D seismic line. The top part of the diagram shows the location 
numbers for both receivers and sources. The bottom shows the file number for shots and 
geophone numbers. The inline <<H2>> component is marked by the arrow in the north – south 
direction while the crossline <<H1>> is orthogonal to it. 

 

The survey was recorded with all channels live. Every geophone has three components: 

vertical (V), inline (H1) and crossline (H2). For every receiver station the H1, V and H2 

were connected in the same order as mentioned (Appendix A, Table A.1). Each geophone 

was oriented in the field such that the H2 channel was pointing south (Figures 2.6 and 

2.9). 
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The original data was recorded with the corresponding file number and channel number 

in the header information. Using the channel number, the seismic data were separated 

into three subsets corresponding to inline, crossline and vertical components. The 

geophone number was assigned as well using the geophone connection convention 

presented in Table A.1 (Appendix A). An observer report obtained during the acquisition 

of the survey (Appendix A, Table A.2) was used to assign source locations to each of the 

shot gathers, as well as receiver locations. The next step to define the geometry was to 

assign spatial coordinates to all the traces, which was done by setting the origin of 

coordinates at the first shot point location. 

 

 

Figure 2.10    Crossline component <<H1>> seismic data sorted by receiver location and offset. 
All the traces with receiver location 18 were killed due to electronic noise in the seismic recorder. 

 

Up to this point, the data have spatial information, and various domains to be displayed. 

To check the geometry, the traces were displayed sorted by receiver location and offset 

(Figure 2.10). The last step in the geometry definition was to define bins and their 

relations. A bin size of 0.1 m x 0.1 m was defined. The parameters for offset calculation 
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were: minimum offset of -4 m, maximum offset of 4 m and an interval of 0.1 m. The 

maximum fold obtained for the full range of offsets was 20. 

The position of the horizontal sensors with respect to the labels of the cable connectors 

and their polarity was obtained by a tap test of the geophones (Figure 2.11). Several time 

sample rates were analyzed in order to avoid aliasing effects of the first arrival polarity. It 

has been observed that time aliasing might produce a wrong interpretation of the first 

break polarity (Bland et al., 2001). 

The test consisted in recording three traces (H1, V and H2) for five different tap 

directions (Figure 2.11), using four different sample rates: 125 us, 250 us, 1000 us and 

2000 us. The convention for this project is that a normal polarity corresponds to positive 

amplitude due to a tap in the direction of the arrows on top of the geophone (Figure 2.11). 

According to this convention, a normal polarity will correspond to positive amplitude in 

the H1 trace due to a tap in the direction of the H1 arrow (the same applies to the V and 

H2 channels). 
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Figure 2.11    Three-component geophones used for all the seismic surveys. The red arrows 
indicate the tap directions recorded to match the connectors with the sensors, and their polarity. 
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The cables are labeled as: H2, V and H1. For the vertical sensor only a tap on the top of the 
geophone was recorded. 

The results presented in Figure 2.12 indicate the following:  

• V channel corresponds to X1 axis and has NORMAL polarity; 

• H2 channel corresponds to X2 axis and has REVERSED polarity; and 

• H1 channel corresponds to X3 axis and has REVERSED polarity. 
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Figure 2.12    Tap test results from high frequency geophones GS-20DH. From left to right: X1(+), 
X2(+), X2(-), X3(+) and X3(-) tap directions. Each tap test shows three traces: H1, V and H2. The 
amplitude sign is marked by the red circle. The time sample rate used was 1 ms. 

 

Head-wave energy processing flow 

Except for providing refraction statics, the energy from the head waves is generally 

considered as noise in most seismic reflection surveys. After calculating static solutions 

for the survey, they are often muted from the data. On the other hand, this project treats 

head waves as signal. The processing objective is to filter out any events, such as direct 
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waves, or trapped modes and enhance the head wave signature, for a final stack of traces 

to obtain the pseudo-zero offset section. 

The main objective of this project was to image the top of the frozen layer, events inside 

the permafrost were considered as well, although no physical evidence of these was 

found. The origin of these structures may be related to water presence, although for this 

case we are interested in the ones formed by incomplete freezing of the active layer 

(depth of seasonal frost). Taliks might be seismically imaged thanks to the contrast in 

elastic properties with the surrounding frozen ground (Table 2.1). 

An experimental processing flow was applied to define a pseudo-zero offset stacked 

seismic section (Figure 2.13). Various filtering methods were applied to separate the 

signal (head wave) from the noise (direct wave). 
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Figure 2.13    Experimental head wave energy processing flow. 
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The traces from the first shot were sorted and displayed by source location and offset to 

obtain velocity values (Figure 2.14). A time shift of 15 ms approximately is observed in 

all the components due to a delay introduced by the pellet gun used as the seismic source. 

The vertical ‘V’ component shows three well defined events: (1) the compressional air 

wave traveling at a velocity of 330 m/s; (2) a compressional direct wave with a velocity 

lower than the air wave velocity, of approximately 300 m/s; and (3) a compressional head 

wave <<PPP>> from the top of the frozen layer with an approximate velocity of 2500 

m/s. The inline ‘I’ component shows a couple of linear events: (1) the compressional air 

wave at a velocity of 330 m/s, and (2) a compressional direct wave at a velocity of 300 

m/s. The crossline ‘X’ component shows a very weak compressional direct arrival.  

 

V X I

 

Figure 2.14    Approximate velocities shown in a shot gather from the high resolution seismic line. 
From left to right: vertical, crossline and inline component. 
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In terms of frequency content, the head wave has a range from 220 Hz to 800 Hz, while 

the direct wave has a lower range from 180 Hz to 640 Hz (Figure 2.15). The cutoff dB 

value used to define these ranges was – 8 dB. This difference in frequency content allows 

the separation of the noise (direct wave) from the signal (head wave) in the shot gathers 

using a simple low cut frequency filter. A reflection event from the thawed – frozen layer 

interface is expected to occur (since a head wave is observed). For zero – offset there is a 

small time difference between the direct arrival and the reflected wave, making the two 

different events hard to resolve. This is one of the reasons why using the head wave for 

imaging was convenient. No obvious reflections from deeper interfaces are observed. 
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Figure 2.15    Amplitude spectra (right panel) calculated over two different time windows of the 
shot gather number 100 (left). The top panel corresponds to the direct wave signal and the 
bottom to the head wave signal. Observe the difference in frequency content.  
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Vertical and inline components were sorted by source location and offset to obtain an 

initial estimate of velocities. An application from ProMAX, popular seismic processing 

software, based on the stabilized power ratio picking was used to obtain first break picks 

which were later adjusted manually. Velocities were calculated from the time picks using 

a linear estimation algorithm. The vertical component of the data yields a velocity value 

of 263 m/s and the inline component yield a value of 256 m/s. In a previous study a 

compressional direct wave velocity of 260 m/s was estimated from the vertical 

component data (Nieto et al., 2003). On the other hand, an average velocity of 2244 m/s 

was estimated for the PPP head wave arrivals for the vertical component data (Figure 

2.6). Nieto et al. (2003) obtained a velocity of 3100 m/s for compressional head waves in 

a survey located next to a creek.  

Kurfurst (1976) obtained ultrasonic wave measurements on different types of soils at 

permafrost temperatures, from -7º C to +1º C. He found the propagation of velocities to 

be slower in materials with higher percentage of clays than in those with lower 

percentage of fines. The velocities obtained range from 1500 m/s to 2900 m/s for 

inorganic clays. An additional behavior observed was that any increase in natural 

moisture content in clays resulted in proportionately higher velocities below 0º C 

(Kurfurst, 1976). King (1984) also found the compressional-wave velocity to be strongly 

dependant on the fraction of clay-sized particles at temperatures below -2º C, with a weak 

dependence of porosity. The velocities obtained for samples with a fraction of clay-sized 

particles higher than 0.40 ranged in average from 1600 m/s to 2800 m/s for temperatures 

from +5º C to -15º C respectively.  
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Zimmerman et al. (1986) reported compressional wave velocities of unconsolidated 

permafrost ranging from 2200 m/s to 4210 m/s, depending mainly on the particle size of 

the soil, which is related to pore size and determines the water/ice ratio. In a series of 

laboratory experiments Zimmerman et al. (1986) observed P and S-wave velocities at a 

constant temperature of -5º C to be higher for sand than for clay sediment. Clay velocities 

ranged from 2270 m/s to 3120 m/s for P-waves and from 900 m/s to 1550 m/s for S-

waves. An increase of velocity due to a temperature variation from -5º C to -15º C was 

observed as well (Timur, 1968; Zimmerman et al., 1986). Empirical equations for 

samples over the porosity (θ ) range from 0.30 to 0.50, and water saturation  from 0.00 

to 0.6 are obtained by Zimmerman et al. (1986) (equation 2.3 and 2.4). 

s

sVP ⋅−⋅−= 422.2154.297.4 θ   (2.3) 

sVS ⋅−⋅−= 654.1698.1043.3 θ   (2.4) 

The P-wave velocities of 3100 m/s and 2244 m/s reported in this work were acquired in 

different years and at different locations. The first seismic experiment was recorded 

besides a small creek close to the base camp (Nieto et al., 2003). The second experiment 

was recorded on a flat area on the top of a hill in the base camp (Figure 2.6). The water 

content underlying the small creek study area is likely to be higher than in the hill study 

area, due to intense drying at the hill.  The accumulation of water in the creek area may 

produce greater ice content in the permafrost than on the hill, and thus higher P and S-

wave velocities. 

Since no head wave arrivals are observed in the crossline component only the vertical and 

inline component data will be considered. The first step was to balance the amplitude of 

the data sorted by source location and offset. An AGC operator with a time length of 20 
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ms was used. The scale factor in each AGC window was calculated using the median of 

the amplitude samples rather than the mean. The advantage of the median scaling factor 

over the mean is that it allows enhancing the head wave despite the amplitude difference 

of five orders of magnitude with the direct wave amplitude (Figure 2.16).  
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Figure 2.16    Amplitude spectra (right panels) calculated over the shot gather N. 100 (left panel). 
The top panels are the raw shot gather which has a dominant frequency around 400 Hz. The 
bottom panels show the same data after an AGC and a spectral whitening correction. Observe 
how the frequency content has been balanced.  

 

To enhance the high-frequency components of the data a time-invariant spectral 

whitening function was used. This algorithm works in the frequency domain by applying 

different gains to individual frequency bands. A total of 10 frequency bands from 210 Hz 

to 810 Hz were used (Figure 2.16). The method used to restore the amplitude of the traces 



 29

was a log average of the individual AGC scalars, which is indicated to be insensitive to 

large amplitude arrivals, such as near offset direct arrivals. 

Following the amplitude balancing and frequency whitening of the data the next 

processing step applied was to filter out the direct arrival and the air wave responses, and 

enhance the head wave arrival response (Figure 2.17). Two different frequency bandpass 

filters were tested: (1) in the x-t domain; and (2) in the radial domain. 
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Figure 2.17    Amplitude spectra (right panels) calculated over the shot gathers number 100 (left 
panels). The top panel is the result from applying a bandpass 460 Hz to 810 Hz filter. The bottom 
panel shows the same data after applying twice a bandpass filter in the radial domain. Filtering 
linear noise (direct wave and air wave) is more effectively done in the radial domain. 

 

The first bandpass filter was applied in the x-t domain. The pass frequencies were 460 Hz 

and 810 Hz, respectively. The ramps are formed by Hanning (cosine) tapers in the 

frequency domain. Both ramps were 10 Hz wide. As a consequence of filtering the data 
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in the frequency domain (Gibbs’s phenomenon) the signal from the head wave is spread 

out in time (Figure 2.17). Remnants of the direct wave and air wave are observed in the 

data after filtering it. Another consequence of this technique is that the low frequency 

component of the signal has to be removed (Figure 2.17). 

The second bandpass filtering method was in the radial domain which has many 

advantages for this particular case were the noise to be removed has a linear pattern in the 

offset – time domain (Henley, 2003). This filter was applied twice since the air wave and 

the direct wave were to be removed. Using a radial fan filter the data were transformed 

into the radial domain with the following parameters:  

• 200 radial traces (10 times the number of traces in the x – t domain). The 

interpolation method used was linear; 

• Minimum radial trace velocity: -20000 m/s; 

• Maximum radial trace velocity: 20000 m/s; and 

• Time coordinate for radial trace origin: 0.02 s for the first pass and 0.016 s for the 

second. 

Once the data were transformed to the radial domain, a bandpass filter with frequencies 

in the range of 50 Hz to 810 Hz for the first pass and 170 Hz to 810 Hz was applied. The 

ramps for both frequency filters were 10 Hz wide. The data after filtering shows that a 

more continuous signal is recovered from the head wave (Figure 2.17). No spreading of 

the signal in the time domain is observed like in the previous case. Also the direct wave 

and air wave were removed. A broader frequency bandwidth for the head wave signal is 

recovered after filtering, especially in the range of low-frequency components. The head 
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wave can be traced up to 1 m offset using the radial domain filtering, while only up to 1.5 

m in the frequency domain (Figure 2.17). 

The next step in this experimental processing flow was the linear move out correction of 

the shot gathers (Figure 2.13). Prior to this correction, the data were limited to an offset 

range from 0.9 m to 4 m, since the near-offset traces have a high amplitude band that 

distorts the results. The linear move out correction ‘tLMO’ depends on the offset ‘x’ of the 

trace and the velocity ‘VLMO’ specified (Equation 2.5). 

LMO
LMO V

xt =    (2.5) 

The correction times from this equation show little sensitivity for large variations of 

velocities, which in part is a consequence of the small spread and the velocity itself 

(Figure 2.18). 
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Figure 2.18 Linear move out correction, or offset-dependent static shifting used in the 
experimental processing flow. Note that the correction is only 4 ms at its maximum value. 
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A P-wave velocity of 2244 m/s was obtained by averaging the refraction times over all 

the shot gathers (Figure 2.19). The correction times obtained with velocities higher than 

the average value of 2244 m/s doesn’t show much variation. This is in part due to the 

small spread used, and the velocity of the frozen layer. A correction LMO velocity of 

2000 m/s was used for this line. 
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Figure 2.19    Shot gather 100 with offsets from 0.9 m to 4 m and a linear move out correction of: 
none, 1400 m/s, 1752 m/s and 2000 m/s. 

 

The final step for obtaining an image of the subsurface is stacking and balancing. Little 

variation of the head wave velocity along the line is observed, however a single linear 

move out velocity of 2000 m/s was used for all the shots. From every shot gather, a 

stacked trace was obtained, for a total of twenty traces (equivalent to twenty shot gathers) 

for all the line. Different stacked sections were obtained using the following LMO 

velocity corrections: no LMO velocity correction, 1000 m/s, 1752 m/s and 2000 m/s 
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(Figure 2.20). For longer lines or for 3D surveys this technique could be used to do 

velocity analyses with different LMO velocity corrections and based on amplitude and 

continuity of the traces. Additionally this information could be combined to build a 

stacking velocity model of the surveyed area. The inline component of the data was used 

to obtain an estimate velocity of the thawed layer, but since the PSS head wave was not 

recorded, no image was obtained. For longer arrays, a PS seismic stacked section can be 

obtained (Nieto et al., 2003). 
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Figure 2.20    Seismic stacked sections obtained from the experimental refracted processing flow. 
The line is 4 m long and only the top 50 ms is shown. Different LMO velocities show how the 
highest amplitude is obtained with the correct stacking velocity, however the difference is subtle. 
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2.4- 3C-3D high resolution seismic imaging 

Survey design and field logistics 

A 3C-3D high resolution seismic project was acquired in Devon Island, Nunavut as part 

of the geophysical program. The survey site was conducted on a flat surface of 25 m2 

inside the perimeter of the HMP base camp (Figure 2.6). The objective of this survey was 

to image the active layer, and other intra-permafrost events that might be found. Since the 

depth of investigation is so close to the surface, about one metre depth, issues with 

reflected energy ratio, attenuation, surface waves, P to S conversion, resolution, and 

others, were important to understand the process of obtaining an interpretable image. No 

significant dips are expected to be recorded hence no spatial aliasing represents an issue 

to the survey. The sample rates used for the survey (Table 2.3) were designed considering 

subsurface velocities of the study area. Reports from the same area show the presence of 

a high velocity contrast between the active and the frozen layer (Nieto et al., 2002 and 

2003). 

 

High resolution 3D Standard 3D Seismic survey 
parameters Space Time Space Time 

Sample rate 0.5 m 0.125 ms 25 m 2 ms 

Nyquist frequency 1 cycle/m 4000 Hz 0.02 cycle/m 250 Hz 

 

Table 2.3    Sample rates used for the project. Two additional columns with sample rates 
from a standard 3D seismic survey are shown for comparison. 

 

The temporal Nyquist frequency is an important parameter that points the limit for time 

aliasing problems. Use of these parameters allows seismic data recording up to 4000 Hz 

and 1 cycle/m frequency without aliasing problems, although 400 Hz is the maximum 
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frequency expected to be recovered due to attenuation and equipment limitations. When 

the volume of data is considerably large, it is possible to resample the data to an optimal 

time sample rate, but in this case was not necessary. 

Since we had a restricted number of receiver points (twenty per shot) a large number of 

shot points were recorded compared to receiver locations. The procedure to record this 

survey was similar to that of a standard rectangular 3D seismic exploration survey, but on 

a smaller scale. We used a rectangular recording spread formed by two receiver lines and 

ten stations per line (Figure 2.21). Since we were constrained by the number of receivers 

to a maximum of twenty, a more dense shot coverage was used. The parameters of the 

survey were defined as highlighted below: 

• Source points spacing of 25 cm; 

• Source lines spacing of 50 cm; 

• 9 source points per source line centred; 

• 13 source lines per recording unit; 

• Receiver stations spacing of 50 cm; 

• Receiver lines spacing of 50 cm; 

• 10 receiver stations per receiver lines; and 

• 2 receiver lines per recording unit. 

A recording area patch defined as a swath from now on, consists of a fixed position of 

receiver stations for several source stations. The total number of source points per swath 

was 117 (Figure 2.21). To cover the study area we recorded five swaths moving the 

receiver lines 1 m at a time without overlap (Figure 2.23). In this type of survey the use 

of a plastic grid marked with source and receiver positions would be very useful addition 
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to avoid the possibility for human errors, and accelerate the recording process. Once the 

swath has been finished, the grid will be moved to a new position and the source points 

will be marked automatically as well.  
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Figure 2.21    Recording unit for 3C-3D seismic survey. Red crosses indicate shot points and blue 
circles indicate receiver stations.  

 

The survey was recorded over three days. Some time was lost during the survey because 

of heavy rain that caused strong noise level on the geophones. The source used in this 

survey was a 2 Kg hammer. A metal washer was centred at the shot point to use as the 

impacting base for the hammer. A trigger was attached to the hammer for zero – time 

recording. Only one geophone per station was used for this seismic survey. The 

geophones were oriented in such a way that the arrow of the H2 direction was pointing 

towards south. To use the three component geophones we had to connect the seismic 

cable starting with the H2 channel, following the vertical and then the H1 channel (Figure 

2.22). Once all the shot points for a swath were acquired, we moved the receiver spread 
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(geophones + seismic cables + seismic recorder) one metre north, without overlapping 

receiver lines (Figure 2.23). 
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Figure 2.22    Diagram showing the connection of 3C geophones to the seismic recorder. 
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Figure 2.23    Diagram showing the advance of a swath. 
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Pre-processing (geometry and trace header edit) 

The raw data were saved in a format used by seismic refraction recorder systems defined 

by a “dat” extension. This was transformed to standard “sgy” format, verifying that the 

file number and the channel number on the trace headers were conserved, as well as the 

amplitude content. Once the data were correctly converted, we uploaded it into the 

processing software (ProMAX). The first step to set up the geometry was to separate the 

data into three different sets corresponding to sensor position: vertical <<V>>, inline 

<<H1>> and crossline <<H2>>. The three components are defined as in the previous 2D 

surveys. The order in which the traces were originally sorted was file number and 

channel number. The channel number corresponds to a specific geophone number and 

sensor position (Figure 2.22 and Appendix A-Table A.3). The geophone number of each 

of the three datasets was defined from the channel sequence numbers as a reference, 

using a simple formula (Table 2.4). The range of the geophone numbers goes from 1 to 

20 (Figure 2.22). The data now has a consistent geophone number on each of the 

components (Figure 2.24). 

 
Channel number ranges Geophone number formula 

1 to 10 = chan 

11 to 20 = 21 – chan 

21 to 40 = chan – 20 

41 to 50 = 61 – chan 

51 to 60 = chan - 40 

 
Table 2.4    Formulae to define the geophone number of the traces from the channel number. 
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Figure 2.24    Seismic data from shot file number 4012. From left to right, we observe the vertical 
component, inline (H1) and crossline (H2). An AGC filter of 30 ms with a bandpass frequency 
filter was used for the display. Notice the presence of a prominent PPP head wave in the vertical 
component, and a consistent direct arrival in the inline component. 

 

Once the data had the geophone number information on the headers we continued with 

defining receiver and source locations using a survey grid as a reference. The survey 

station numbers were defined in a rectangular grid with a unit separation of 0.25 m. The 

origin of coordinates for the grid was located in the south western corner outside the 

study area. The station number consists of 2 numbers: “aabb”. The “aa” corresponds to 

the line station number in the east – west direction, and the “bb” corresponds to the ones 

in the north – south direction (Figure 2.25). For example 1219 corresponds to the station 

located 2.75 m (11 stations times 0.25 m) east and 4.5 m (18 stations times 0.25 m) north 

of the station 0101 (south western corner of the survey area).  
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Figure 2.25    Survey grid used for the 3C – 3D high resolution seismic project. The scale used in 
both axes is centimeters. Some stations are marked for clarification. 

 

The field notes were used to define an observer report that relates the file number and 

recording channels to the source and receiver stations (Appendix A). The source stations 

were matched to the file numbers (Table A.4, Appendix A) and the receiver stations were 

matched to the geophone numbers (Table A.5, Appendix A). After the traces were fed 

with receiver and source stations, a survey file with spatial coordinates (Table A.6, 

Appendix A) was loaded as well and completed with this the geometry. To make sure 

that the geometry is correct, a time gate was picked for one gather and propagated 

through the rest of the gathers and sorted by source and receiver locations. 
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The last step in the definition of the geometry was binning the data. The theoretical bin 

size was 0.125 m x 0.25 m, but we used a square bin size of 0.25 m x 0.25 m. Offsets 

were calculated using as a reference 0.25 m, 5.5 m and 0.125 m for minimum, maximum 

and interval respectively. The maximum fold obtained for the full range of offsets was 60 

(Figure 2.26). The acquisition footprint was a consequence of the limited number of 

geophones for the survey, although it is not so marked for the target depth (Figure 2.26).  

 

 

Figure 2.26   Fold distribution obtained for the 3C – 3D survey. The bin size was 0.25 m x 0.25 m. 

 

3C rotation analysis 

Tap test of the geophones indicate that the response for each component vary. This 

conclusion could be biased by the fact that the strength of the tap in different directions 

was not constant. In order to find if the response varies, or is constant, between the 

horizontal components, a number of traces with different azimuths were analyzed: 45º, 
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135º, 225º and 315º (Table 2.5). All angles are measured clockwise from the source 

location looking at the receiver location. For reference, the north direction has 0º 

azimuth, and 90º azimuth for the east direction.  

 

SR azimuth Offset H1 polarity H2 polarity Source loc. Receiver loc. 

45º 0.35 Normal Reversed 1111 49 

135º 0.35 Normal Normal 1515 54 

225º 1.77 Reversed Normal 909 1 

315º 1.77 Reversed Reversed 1305 26 

 

Table 2.5    Parameters of location and orientation of the traces analyzed for the rotation 
correction. 

 

Significantly, this analysis indicates that the energy recorded by the H1-H2 components 

at different azimuth values is equal and therefore no variation is observed between them. 

In 3D geometries positive offsets are calculated when both the geometry and the azimuth 

of the source-receiver point is assigned. This process helps when dealing with shear 

waves. The importance of controlling the position of the source and receiver is due to the 

nature of shear waves, as they have a polarity sign change with change in the offset sign. 

In other words, a polarity reversal occurs whenever source and receiver position are 

interchanged (Figure 2.27). The direct and refracted events recorded by the horizontal 

components H1-H2 of the geophones show this polarity reversal (Nieto et al., 2002).  The 

behavior observed in the horizontal components H1-H2 at various azimuth values agrees 

with the expected theoretical results (Table 2.5 and Figure 2.27). An additional issue 

when dealing with shear waves in 3D geometries is the orientation of the sensors in the 

field and the orientation for processing. At the time of acquisition a specific orientation is 

fixed for all sensors. For this 3D survey the convention used was H2 pointing towards 
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south. Generally for processing the horizontal components have to be rotated from the 

H1-H2 field directions to the radial-transverse. The elastic energy is recorded by both 

horizontal sensors fixed in a constant direction. 
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Figure 2.27    Display of V-H1-H2 sets of traces from various source-receiver pairs. Top to 
bottom, left to right each diagram has a different azimuth and offset value: 45º-0.35 m, 135º-0.35 
m, 225º-1.77 m and 315º-1.77 m. Observe how the H1 component traces change polarity 
between 0º-180º (top) and 181º-360º (bottom). In the same way, H2 component traces change 
polarity when the azimuth value is in the range 0º-89º or 271º-360º. 

 

The objective of rotating the H1-H2 horizontal traces is to find the direction of maximum 

energy that is defined as radial and the direction of minimum energy that is defined as 

transverse. By definition the radial and transverse directions are orthogonal. Various 

methods have been developed to find the angle of rotation (e.g. Guevara, 2001). 
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Generally these methods require the use of either first break picks, or time windows, to 

obtain the angle were a maximum level of energy is reached (DiSiena et al., 1984). 

Normally this method uses first breaks, or event(s) in both horizontal components. Other 

methods consist of using hodograms, which are a plot of the H1 versus H2 amplitudes to 

define an angle of maximum energy for a particular event. This method requires the 

presence of clear events as well. A more automated method geometrical rotation uses the 

geometrical angles of source receiver pairs (azimuth) to rotate the H1-H2 into radial and 

transverse positions, as if the geophones were oriented towards the source location. All of 

these methods are implemented in the Matlab environment and compared to the 

geometrical rotation to estimate the error among them. The inputs for this comparison are 

the traces chosen for the polarity analysis (Table 2.5). 

 

θ =45º

θ =135ºθ =226º

θ =316º θ =45º

θ =135ºθ =226º

θ =316º

 

Figure 2.28    Hodograms for traces at different source receiver azimuths: 45º, 135º, 225º and 
315º. Each display consists of H2 amplitudes (vertical axis) versus H1 amplitudes (horizontal 
axis). 
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Figure 2.29    Hodogram diagram example. The horizontal and vertical axes correspond to the H1 
and H2 components respectively. To calculate the vector θi for a complete cycle, the space was 
subdivided into four quadrants according to their azimuth: (I) 0 to 90, (II) 90 to 180, (III) 180 to 
270 and (IV) 270 to 360. The origin for azimuth values points towards positive H2 amplitudes and 
the angles are measured clockwise. 

 

The first method tested, hodogram analysis, allows a visual inspection of the polarization 

characteristics of the analyzed event. The time window chosen for the amplitude 

extraction is from 10 ms to 24 ms for all the traces that contain a clear direct event. 

Traces at different azimuths allow the observation of the variation of polarity of sensors 

according to their position (Figure 2.28).  A good approximation of the rotation angles 

can be estimated from observing hodogram displays. The uncertainty of these measures is 

high due to its dependence on visual estimation of the rotation angles. A method that 

allows obtaining an estimate based on the amplitudes of H1-H2 components (Figure 

2.29) was developed by DiSiena et al. (1984). This method consists in obtaining 

instantaneous angles of rotation θ(ti) from Eq. 2.6, and defining a histogram of the 

resultant angle. The vector θ(ti) can be weighted using r(ti) or r2(ti) (Eq. 2.7) in the 
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presence of noise in both components, but this is not the case for this dataset. The origin 

and direction of measuring the angles is arbitrary, but should be consistent. 

tan (θi) = H1(ti) / H2 (ti)                     (2.6) 

where, θi = θ(ti) 

[ri]2 = [H2(ti)]2 + [H1 (ti)]2          (2.7) 

where, ri = r(ti) 

Once the vector θi has been obtained a histogram has to be defined. The number and 

width of bins to be used may vary according to the distribution of angles obtained. For 

this case the bins were chosen to be 5º wide, for a total of 72 bins for a complete cycle 

(Figure 2.30). The azimuth angles obtained by using this method show small differences 

compared to the geometrical angle from the survey (Table 2.6). 

 

Histogram method Source 
loc. 

Receiver 
loc. 

SR azimuth 
(geometrical) 

Geometrical 
rotat. angle Rot. angle Error (%) 

1111 49 45º 135º 135º 0 

1515 54 135º 225º 225º 0 

909 1 225º 315º 314º 0.3 

1305 26 315º 45º 44º 0.3 

 

Table 2.6. The rotation angles using the histogram method coincide with the angles obtained from 
the geometrical measures. 

 

Realizing that the error from using the geometrical angle of rotation is less than 1%, the 

automatic rotation of H1-H2 components into radial-transverse is chosen. This choice is 

made because otherwise it would represent an analysis of an approximate of 100,00 

traces for this 3D survey. The geometrical rotation method is based on a simple equation 
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(Eq. 2.8). DiSiena et al. (1984) developed a technique to orient geophones in VSP 

surveys and that is used in this project to rotate the horizontal components towards the 

source location (Figure 2.31).  

 

 

Figure 2.30    Histogram for rotation angle calculation. The horizontal axis shows the angle values 
ranging from 0º to 360º. The vertical axis corresponds to the frequency of samples that fall into a 
specific bin. The black arrows indicate the position of a maximum energy, which corresponds to 
the rotation angle. 

 

The energy from H1 and H2 components is used to calculate both the radial and 

transverse new components using equation 2.8. 

xMx ⋅='      (2.8) 

where   

x’: columns vector with rotated components; 

  x: column vector with field components; and 

  M: transformation matrix. 
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Figure 2.31    Technique for geometrical rotation of horizontal components. The red circle 
indicates a source location while the blue circle is a 3C receiver location. After a clockwise 
rotation of the H1-H2 components into radial-transverse is using the respective azimuth angle, 
every geophone was pointing towards the source. 

 
Consider the traces from source location 1111 and receiver location 49, which has a 

geometrical azimuth of 45º. The rotation angle for this case is 135º, obtained from its 

azimuth angle. A series of traces rotated at various angles show continuously how this 

pair of traces changes its amplitude until it reaches a maximum exactly for the rotation 

angle equal to 135º (Figure 2.32).  
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Figure 2.32    Rotated traces from the original H1 – H2 component at source loc 1111 and 
receiver loc 49 (in black). The source-receiver azimuth for this pair of traces was 45º. The blue 
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solid traces represent the radial component and the red dashed line the transverse component. 
Observe how the energy increments and decrements as the rotation angle vary, until a maximum 
is reached in the radial component for 135º. 

  

A comparison between them is done to assure that the rotation algorithm of the 

processing software used (ProMAX) was congruent with the theory that was used in the 

previous analysis (Figures 2.33, 2.34, 2.35 and 2.36). 

 

 

Figure 2.33    H1-H2 rotated trace from source-receiver azimuth 45º. 

 
 

 

Figure 2.34    H1-H2 rotated trace from source-receiver azimuth 135º. 
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Figure 2.35    H1-H2 rotated trace from source-receiver azimuth 225º. 

 

 

Figure 2.36    H1-H2 rotated trace from source-receiver azimuth 315º. 

 

To fully comprehend the limitations of the rotation algorithm in ProMAX, traces from 

source-receiver azimuths of 90º were included. This was done since a display of the data 

after rotation revealed that the traces at these angles were not being rotated properly 

(Figure 2.37). It was found that the resultant traces after the rotation was applied have 

incorrect amplitudes because of a improper use of angles (Figure 2.38). Since it only 

occurs for traces which have source-rotation azimuths of 90º, a simple reversal filter 

served to correct this mistake (Figure 2.37). 
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Figure 2.37    Horizontal component traces from source and receiver location 108 and 1 (chosen 
since most of the azimuths here are around 90º). From left to right: H1 and H2 components with 
no rotation; radial and transverse traces with no 90º correction; and radial and transverse traces 
with correction. Rotation effect manifests as the polarity reversals observed in the centre panel. 

 

 

Figure 2.38    H1-H2 rotated trace from source-receiver azimuth 90º. The left panel shows H1 and 
H2 traces in black (before Matlab rotation) and colour (after Matlab rotation). The right panel 
shows V, H1 and H2 traces before ProMAX rotation (left) and after rotation (right). Notice the 
inconsistency between the blue trace in the left panel (radial Matlab trace) and the black trace in 
the centre of the far right panel (radial ProMAX trace). 

 

Processing head wave energy of 3C-3D seismic 

A similar experimental processing flow was applied to the high resolution 3C-3D in order 

to obtain a comparable seismic image of the subsurface. A problem included in the 
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definition of subsurface images when 3D acquisition geometry is used is anisotropy. If 

the study area has azimuthally anisotropic layers then a variation of arrival times with 

angle is recorded (Leslie et al., 1999; Vermeer, 2001). A plot of vertical traces from a 

CMP sorted by offset for two different azimuth ranges shows the material to be isotropic 

(Figure 2.39). This conclusion is based on the absence of variation of arrival times with 

azimuth.  
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Figure 2.39    Vertical (top) and inline (bottom) component traces from CMP #210. The left panel 
shows traces with an azimuth range between 0 and 90 degrees, while the right panel is between 
90 and 180. No significant difference in arrival time of the PPP head wave is observed in the two 
different azimuth ranges. Some time variation of the PSS head wave is observed in the inline 
component. 

 

The inline component traces from the same CMP show some variation, but this variation 

is unlikely to be caused by anisotropy (Figure 2.39). Many factors that have not been 
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considered include the station elevation differences, the ground coupling, the horizontal 

orientation and strength of the impact are very likely to cause time variations on the order 

of fractions of milliseconds. 

The first part of the processing flow is the amplitude and frequency balancing. Starting 

with the amplitude balance, a trace equalization correction was applied to data sorted by 

receiver location. This was undertaken since the strength of the source varies for every 

location (hammer impact). The trace by trace equalization was applied to balance the 

energy by source variability. The effect is not well appreciated in a display, but makes a 

difference for further processes applied (Figure 2.40). Both the vertical and radial 

components were equalized using the same operator. 
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Figure 2.40    Trace equalization applied in the vertical component of shot gather 104. The left 
diagram shows the raw data with the color bar scale that ranges from 140000 to -140000. 
Observe how the amplitudes at near offset are very strong compared to the far offset traces. The 
right diagram shows the same shot gather after trace equalization with the new color bar scale 
ranging from 20 to -20. Observe how the amplitudes are balanced across all traces. 

 

Now that the amplitudes have been equalized, the frequency spectrum of the data needs 

to be whitened. The frequency content of the 3D seismic data is different than the 2D 
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seismic because of the different sources used in each survey, a hammer for the 3D and a 

pellet gun for the 2D surveys. A time-varying spectral whitening application in ProMAX 

which works by applying different gains to individual frequency bands was used to 

balance the seismic data.  
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Figure 2.41   Amplitude spectrum of data from vertical component of shot gather 104. The left 
diagram is the spectrum calculated over a time window containing the head wave, which 
frequency content ranges from 100 Hz to 650 Hz. The right diagram is the spectrum calculated 
over the direct arrival, which frequency content ranges from 100 Hz to 300 Hz. 

 

An amplitude spectrum (vertical component) in a time window containing the head wave 

indicates a broad dominant frequency range from 150 to 650 Hz (Figure 2.41). The 

parameters for the 3D whitening operator were similar to the 2D, namely, 100 ms 

operator length, 25% padding, 10 frequency panels and 100-110-810-820 Hz frequency 

limits. The result from applying this frequency domain operator yields a zero phase 

wavelet at the head wave arrival and with amplitude similar to the other events (Figure 

2.42).  
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Figure 2.42    Comparison of frequency balance (whitening) versus AGC median for vertical 
component shot 104. Original (left), frequency balanced (middle) and AGC’ed (right) panels show 
the different results obtained. 

 

An AGC operator was applied to the raw data as well (Figure 2.42). The scalars for the 

correction of amplitudes are obtained by calculating a median of all samples in a 20 ms 

time window. The result from applying this operator to the raw data enhances the head 

wave arrival, showing a minimum phase wavelet. The difference between the two results 

rests in the frequency content of the head wave event. The first result has frequencies 

above -5 dB from 550 Hz to 800 Hz, while the second has a dominant frequency of 150 

Hz to 600 Hz. For the purpose of this study frequencies higher than 600 Hz are not 

considered to be reliable. 

The following step is the separation of signal and noise. In this case the direct arrival and 

lower velocity modes are considered to be noise, while the head wave arrival is the signal 

to be separated. Since the radial domain frequency filter was found to be more effective 

in separating the noise from the signal than a low frequency cut filter, it is used again for 

the 3D seismic dataset. The discussion can be reviewed in the previous section. A radial 

fan filter was used to transform the data into the radial domain. The parameters for the 

transformation were the following: 
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• 600 radial traces (10 times the maximum number of traces per source location); 

• Linear interpolation; 

• Minimum radial trace velocity: -20000 m/s; 

• Maximum radial traces velocity: 20000 m/s; 

• Time coordinate for radial trace origin: 0.01 s; and 

• Bandpass filter frequency limits: 80 Hz to 90 Hz and 800 Hz to 810 Hz. 

The geometry of this survey makes the offset distribution of source location gathers to be 

irregular, i.e., consecutive traces with different offset intervals and in some cases with the 

same offset (Figure 2.43). Trace ensembles output from the radial filter show artifacts 

(Figure 2.43). This corresponds to traces with similar or equal offset that come into the 

radial filter. Prior to input traces to the filter a binning of offset values is required to avoid 

these artifacts. The binning consisted in sorting traces by source location and grouped 

them in offset bins defined by the following parameters, minimum 0 m, maximum 6 m 

and interval 0.1 m. Traces within a source location ensemble that had the same offset bin 

were averaged. After this step the traces were resorted using the new offset distribution 

and input to the radial filter. The results show a filtered trace ensemble with no 

smoothing effects of noise (Figure 2.43). 
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Figure 2.43    Traces from source location 513 sorted by offset. The curve shown on top of each 
ensemble represents the offset distribution. The left and right ensembles show data before and 
after radial filter. Observe the artifacts caused by repeated traces in the irregular offset 
distribution. After offset binning (bottom ensembles) the radial filter is applied without artifacts. 
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Figure 2.44    Three consecutive source ensembles: 2519, 2520 and 2521. The left diagram is the 
data before radial filter and the right diagram is after filtering. The ensembles shown have been 
binned by offset before applying the radial domain frequency filter. The curve shown on top of 
each ensemble represents the offset distribution. Observe the suppression of direct wave. 
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The direct wave is strongly apparent on the radial component, compared to the vertical 

component (Figure 2.44). The use of radial domain frequency filtering for near-surface 

events is important for the suppression of noise (Figure 2.44). After data has been 

balanced and filtered, velocity correction and stack follows.  

The velocity correction (linear moveout of the head wave arrival) is conducted in the 

source domain, and the stacked energy is assigned to the trace position falling right under 

its respective source location. This is repeated for all the source locations and a 3D image 

with bin size of 25 cm x 50 cm is obtained. The number of bins equals the number of 

source locations in the survey, which in this case was 325 (25 in the inline direction x 13 

in the crossline direction).  

The vertical and radial component were sorted by gathers of source location and offset. 

Since variation of the unfrozen layer structure is observed from the 3D ground-

penetrating radar map (Appendix A), 25 gathers from different source locations around 

the area were used for velocity analysis (Figure 2.45). The traces at each source location 

were sorted by offset and several linear move-out (LMO) velocity values were applied. 

LMO velocity values were obtained selecting the gather with the best corrected event 

from the gathers with different correction values. The velocity variation observed across 

the study area responds to dips in the top of the frozen layer. The arrangement of sensors 

in the field limits the ability of discriminating variation accurately enough since the 

maximum offset was 5 m. Another disadvantage of this technique is that ensembles 

(source location gathers) from the centre of the survey lack of long offset traces thus lack 

of head wave energy.  
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Figure 2.45    Map of 3D seismic survey. Red dots indicate the locations selected for velocity 
analysis. The blue square delimits the imaged area using the CDP domain method. 

 

The ensembles used for velocity analysis (Figure 2.46 and 2.47) were corrected using the 

following LMO velocity corrections, 1500, 2000, 2500 and 3000 m/s for the vertical 

component, and, 1000, 1500, 2000 and 2500 m/s for the radial component data. These 

velocities were guided using results from the previous 2D seismic imaging. A more 

refined search was done after the first analysis but no major differences were observed. A 

single LMO correction velocity of 2500 m/s for P wave and 1500 m/s for S wave, 

yielding a VP/VS ratio across the area of 1.67. 

The velocities obtained (Table 2.8) are not interpretable since they cannot be attributed to 

a common point in the subsurface, but to a rectangular area of the subsurface. The 

parameter that is related to the structure of the permafrost top is the pseudo zero-offset 

time since it is a direct function of the depth to the refracting surface below the source 

location (Equation 2.9). 
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Source 
location 

# 

LMO V 
velocity 
(m/s) 

LMO R 
velocity 
(m/s) 

103 2500 1500  1303 2500 1500  2503 2500 1500 
108 2500 1500  1308 2500 1500  2508 2500 1500 
113 2500 1500  1313 2500 1500  2513 2500 1500 
118 2500 1500  1318 2500 1500  2518 2500 1500 
123 2500 1500  1323 2500 1500  2523 2500 1500 
703 2500 1500  1903 2500 1500     
708 2500 1500  1908 2500 1500     
713 2500 1500  1913 2500 1500     
718 2500 1500  1918 2500 1500     
723 2500 1500  1923 2500 1500     

 

Table 2.7    LMO velocity values obtained for the source domain imaging processing. 
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Figure 2.46    Vertical shot gather 118 corrected using different LMO velocities (from left to right): 
1500, 2000, 2500 and 3000 m/s. The appropriate correction occurs with a value of 2500 m/s. 
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Figure 2.47    Radial shot gather 2513 corrected using different LMO velocities (from left to right): 
1000, 1500, 2000 and 2500 m/s. The appropriate correction occurs with a value of 1600 m/s. 
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A general south to north dip of the frozen layer is interpreted in the stacked sections. The 

reason being the increasing zero-offset time of the head wave arrival found in the N-S 

seismic sections. 

ti = 2 Z cos (αc) / VP1     (2.9) 

where Z is the depth to the refracting surface, αc is the critical incidence angle, VP1 is the 

compressional wave velocity in the first medium (thawed layer), and ti is the zero-offset 

time or commonly known as intercept time. After all the traces for one ensemble have 

been LMO corrected, they are stacked to form a zero – offset trace assigned to the 

specific source location for that ensemble. The dip of the structure, which can be 

interpreted, the thickening of the thawed layer, is observed well in the crossline stacked 

seismic section number 1 (Figures 2.48 and 2.49). 
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Figure 2.48    Crossline seismic section number 1, from vertical component data. 

 



 62

1 3 5 7 9 11 13 15 17 19 21 23 25

5

0

10

15

20

T
im

e 
(m

s)

Inline direction

 

Figure 2.49    Crossline seismic section number 1, from radial component data. 

 

It is possible to generate a 3D seismic image of the shallow subsurface using the refracted 

wave. After all the ensembles have been stacked a volume is obtained. Due to acquisition 

geometry, the number of traces in the N-S direction (inline direction) is different than the 

ones in the E-S direction (crossline direction), 13 and 25 respectively (Figure 2.25). The 

total number of traces for the radial and the vertical component is 325 for each volume. 

Linear interpolation in the inline direction was applied to have a symmetrical bin size in 

both directions. The results indicate a signal with stronger amplitude in the vertical 

component compared to the radial (Figures 2.48 and 2.49). 
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Figure 2.50    View of seismic volume from vertical component data. 

 

 

Figure 2.51    View of seismic volume from radial component data. 
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