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Abstract 

Three studies were conducted to evaluate the behavior of Vp/Vs ratio error in beds with 

different thickness. In the first study, a synthetic model was created to understand how the 

interval time would affect the calculation of the interval Vp/Vs and an equation was derived to 

estimate the percent error in the uncertainty of the ratio calculation. 

In a second study, the seismic data at Hussar, Alberta showed that Vp/Vs error increased 

as the analysis time window interval decreased. In addition, the percent error of the Vp/Vs values 

due to uncertainty was examined and it is suggested to use isochron intervals greater than 150 ms 

in PP time for robust results.  Interval Vp/Vs analysis for data with intervals greater than this 

isochron have low uncertainty.   

In the third study, at Spring Coulee, Alberta, results showed that horizon pick 

adjustments can reduce error uncertainty by a small factor. In this and the previous studies, it was 

confirmed that beds with small thickness can have a significant impact on interval Vp/Vs 

uncertainties, which could lead to erroneous results. Additionally, all studies indicated that 

interpreters should work with bed intervals greater than 150 ms in PP times and perform horizon 

adjustments for more precise results.  
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Chapter One: Introduction 

 

Compressional waves (P-waves) have dominated seismic exploration in the oil industry 

for the past sixty years because they have generally provided better resolution than shear waves 

(S-waves). P-waves can travel through fluids and the particle motion is parallel to the direction 

of propagation. On the other hand, S-waves travel at approximately half the speed of the 

compressional wave and have transverse particle propagation. S-waves do not propagate through 

liquids due to shear modulus being zero in this medium, so they do not propagate in a marine 

environment (Yilmaz, 2001).  

Through the analysis of multicomponent seismic data, important rock properties such as 

Vp/Vs can be extracted. This thesis uses the analysis of both P-waves and PS-waves to calculate 

Vp/Vs throughout an entire seismic section. In addition, synthetic models are used to compare 

results from ideal conditions to those from a real data set. The ratio of compressional and shear 

wave velocities is key to the determination of lithology as well as to the identification of pore 

fluids using along with, for example, amplitude variation with offset (AVO) analysis (Yilmaz, 

2001). 

1.1 Seismic Waves  

Converted waves, specifically downgoing P-waves that convert on reflection to 

upcoming S-waves, are increasingly being used to explore and better understand exploration 

targets. P-waves are body waves in which the particles move elastically, parallel to the direction 

in which the wave is moving; these are usually called primary waves since they are commonly 

the first waves to arrive at the seismic recorders (Kearey, 2002).  The velocity, Vp, of a P-wave 

is given by Equation 1.1: 
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݌ܸ ൌ ඨ
ܭ ൅ 4

3ൗ μ

ߩ
		 

                                      (1.1) 

The variable K represents the bulk modulus or the modulus of incompressibility, µ is the 

shear modulus or the modulus of rigidity and ρ is the density of the medium in which the wave is 

propagating. P-waves can travel through solids, liquids, and gases. 

An S-wave, also known as a shear or transverse wave, is a type of body wave in which 

the particle motion is perpendicular to the direction of wave propagation. The S-wave velocity, 

Sv, is given by Equation 1.2, where µ is the shear modulus or modulus of rigidity and ρ is the 

density of the medium of propagation.   

ݏܸ ൌ ඨ
μ
݌

 

      (1.2) 

S-waves need a medium rigid enough to sustain wave propagation. Hence, S-waves do 

not propagate through liquids, and travel at velocities much slower than P-waves, typically 

between 40 % and 60 % of the P-wave velocity (Kearey, 2002).   

1.2 Converted Waves 

When a P-wave strikes an interface with a non-zero incident angle, several different wave 

modes are produced. These are an upgoing P-wave, a transmitted downgoing P-wave, a 

converted S-wave reflection, or a converted S-wave transmission. The relative strength of these 

wave modes is a function of incident angle, and contrast in rock properties across the interface. 

A single downgoing P-wave will create multiple mode conversions simultaneously upon 

contact with a boundary. The mode conversions could be for both the reflected and transmitted 
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waves, as shown in Figure 1.1. This thesis, however, only focuses on PS converted-wave 

reflections (downgoing P- and reflected upgoing S-waves).    

 

Figure 1-1: Mode conversions through an isotropic media with a boundary with no dip.  
Black lines represent P-waves and red lines represent S-waves. 

 
Figure 1.2 shows a P-wave propagating downward away from a source (S), then reflected 

as an upgoing P-wave back to the receiver (R). In this particular case, reflection point is midway 

between the source and the receiver. This point is commonly called common mid-point (CMP).  

The one-way travel time of a vertically reflected ray is given by Equation 1.3: 

௢ݐ ൌ
ݖ2
ܸ

 

      (1.3) 
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 The term z represents the depth of the layer and V is the velocity of the medium.  The 

equation for the travel time t of the reflected ray from the shot point to a detector at a horizontal 

offset x is given by the ratio of the travel path length to the velocity (Equation 1.4): 

ݐ ൌ
ሺݔଶ ൅ ଶሻଵ/ଶݖ4

ܸ
→ ଶݐ ൌ

ଶݖ4

ܸଶ
൅
ଶݔ

ܸଶ
 

    (1.4) 

 Substituting Equation 1.3 into 1.4, time can be written as Equation 1.5: 

ݐ ൌ ௢ଶݐ ൅
ଶݔ

ܸଶ
 

     (1.5) 

 

Figure 1-2:  PP-wave propagation through an isotropic medium with a boundary with no 
dip. S represents the source, R represent the receiver, H is the depth of the interface and 
CMP is the common mid-point. 
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Upon reflection, a P-wave can have a mode conversion from a P- to S-wave, as shown in 

Figure 1.3.  In this particular example, particles in the downward wave propagate in the same 

direction as the wave motion, but after the reflection, the particle motion is perpendicular to the 

wave motion. The point of reflection for this PS-converted wave is not midway between the 

source and receiver, due to the different velocities of the P and S-waves. The point of reflection 

in this example is called the conversion point (CP) and is closer to the receiver than to the 

source. To calculate the two-way travel time for PS-waves (tPS), the time of propagation 

downward and upward are calculated separately, then added.  Equation 1.6 shows the travel time 

for the PS-waves from the source to the conversion point to the receiver is given as: 

 

௉ௌݐ ൌ ሻ݀ݎܽݓ݊ݓ݋௉ሺ݀ݐ ൅  ሻ݀ݎܽݓ݌ݑௌሺݐ

 

௉ௌݐ ൌ
ඥݔଵଶ ൅ ଶݖ

ଵ݌ܸ
൅
ඥݔଶଶ ൅ ଶݖ

ଵݏܸ
ൌ
ඥݔଵଶ ൅ ଶݖ

ߙ
൅
ඥݔଶଶ ൅ ଶݖ

ߚ
 

    (1.6) 

 The variable tP represents the time for the downgoing ray trace as a P-wave, tS represents 

the time for the upgoing ray trace as a S-wave, x1 is the offset distance from the source point to 

the conversion point, x2 is the offset distance from the conversion point to the receiver, z 

represents the depth of the layer, and α and β represent the medium velocities for P-wave and S-

wave, respectively. 
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Figure 1-3: PS-wave propagation through an isotropic medium with a boundary with no 
dip. S represents the source, R represent the receiver, H is the depth of the interface and 
CP is the conversion point. 

 
It is important to note that the conversion point (CP) moves closer to the common 

midpoint (CMP) between the source and receiver as the depth of the reflector increases (Figure 

1.4).  At infinite depth, the CP reaches an asymptotic conversion point (ACP) (Yilmaz, 2001).       
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Figure 1-4:  Geometry of conversion-point (CP) and ray paths.  As depth increases, the CP 
location reaches an asymptotic conversion point (APC) (modified from Yilmaz, 2001). 

 
1.3 Vp/Vs Garotta Equation 

The Garotta equation approach is based on post stack data which is the projection to zero 

offset of all the offsets. Figure 1.5 shows a representation of the PP wave and PS wave at zero 

offset.  This graph provides the foundation that Garotta used to derive the equation to estimate 

the Vp/Vs ratio. 

 

Figure 1-5: Representation of a zero offset PP wave and a zero offset PS wave. Tpp 
represents the total travel time for the PP wave, Tps represents the total travel time for the 
PS wave, Z represent the depth, and Vp and Vs represent the P-wave and S-wave velocity, 
respectively. 
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The ratio of the P-wave velocity to the S-wave velocity, also known as the Vp/Vs ratio, 

can be determined as follows. Section 1.2 introduced how to determine the two-way travel times 

(TWT) for different waves, as found derived by Garotta (1987). In the case of converted waves, 

the two-wave travel time is given by Equation 1.7. 

௉ܶௌ ൌ ௉ܶ ൅ ௌܶ 

     (1.7) 

  Using the equation for speed for each wave, Equation 1.7 can be expanded to Equation 

1.8. 

௉ܶௌ ൌ
ݖ

௣ܸ
൅

ݖ
ݏܸ

 

     (1.8) 

 Where d, represents the depth of the boundary where the seismic wave reflects back to 

the surface.  Vp represents the downgoing P-wave and Vs represents the upgoing reflected S-

wave.  During acquisition, PP- and PS-waves are acquired simultaneously. The calculation of the 

TWT for PP-waves is given by Equation 1.9. 

 

௉ܶ௉ ൌ
ݖ2

௣ܸ
⟹

ݖ

௣ܸ
ൌ ௉ܶ௉

2
 

(1.9) 

Substituting Equation 1.9 into Equation 1.8 yields Equation 1.10. 

௉ܶௌ ൌ
௉ܶ௉ ௣ܸ

2 ௣ܸ
൅ ௉ܶ௉ ௣ܸ

ݏ2ܸ
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௉ܶௌ ൌ
௉ܶ௉ ௣ܸ

2 ௣ܸ
൅ ௉ܶ௉ ௣ܸ

ݏ2ܸ
		 

(1.10) 

 Solving Equation 1.10 for Vp/Vs gives the final equation, Equation 1.11. 

௉ܸ

ௌܸ
ൌ
2 ௉ܶௌ െ ௉ܶ௉

௉ܶ௉
 

(1.11) 

 Equation 1.11 (Garotta, 1987) is used to calculate the Vp/Vs ratio based on the interval 

times of PP- and PS-waves and only applies to post stack analysis. One of the advantages of 

using this equation for the ratio calculation is that, unlike a well log, the ratio can be calculated at 

any point along a seismic line. 

 Another method that can be used to estimate Vp/Vs is from amplitude inversion, as 

shown by Pengelly (2005), in which the travel times and the inversion methods were compared.  

Although both approaches gave similar results, it was found out that the travel times method 

could suffer from uncertainty error in the picked horizons, especially when the data is noisy.  

1.4 Relation of Vp/Vs and Lithology 

Vp/Vs is an important rock diagnostic parameter that can be directly determined by 

multicomponent seismic analysis. Historically, most seismic surveys used only P-waves and 

therefore required vertical-component receivers in order to detect only near-vertical P-waves at 

the ground surface. The recording of S-waves provides greater information about the subsurface, 

but at a greater acquisition cost due to the three-component recording (vertical, and two 

horizontal components for the S-wave) and additional time for the dataset processing. With the 

advancement of technology, multicomponent surveys are becoming more common.  
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While the information from P-waves is very useful, as seen in Section 1.1, it is only a 

function of three separate properties of the rock and by itself, it is a general indicator of rock 

lithology (Kearey, 2002).  The Vp/Vs ratio, on the other hand, is independent of density and can 

be used to derive Poisson’s ratio, ʋ, (Equation 1.12), which is also a diagnostic lithological 

indicator.  This relationship is given as follows. (Refer to section A1 in the appendix for a 

complete derivation.) 

ʋ ൌ
ଵ

ଶ

ሺ௏೛/௏ೞሻమିଶ

ሺ௏೛/௏ೞሻమିଵ
     (1.12) 

 The basis of much of the lithology work in PS-wave exploration relates to irregular 

changes in Vs with respect to Vp. A changing Vp/Vs value is often closely tied to a changing 

lithology (Rider, 2011).  Examining laboratory data and field data from different formations 

(Pickett, 1960) revealed that measurements corresponding to limestone and dolomites were 

found to be Vp/Vs ≈ 1.9 for limestone and ≈ 1.8 for dolomite. For sandstone, it was determined 

that there was a range of velocity ratios from about 1.6 to 1.75, with an upper limit 

corresponding to high-porosity sands under low effective stress. With the availability of routine 

shear and compressional velocities, this technique became useful for lithology determination and 

the identification of gas. Using Pickett’s data (Domenico, 1984), the Poisson’s ratio for all of the 

samples was determined. Figure 1.6 plots the value of Poisson’s ratio (ν) as a function of the 

ratio of Vp/Vs. It shows a clear separation between sandstone and limestone. 

 



 

11 

 

Figure 1-6: Analysis of Pickett’s data on rock samples of Poisson’s ratio (ν) as a function of 
the velocity ratio, Vp/Vs. This forms the basis for distinguishing among the three major 
rock types (from Domenico, 1984). 

 
By taking the ratio of the two velocities, Vp and Vs, the density is eliminated. Thus, the 

ratio of velocities depends on the ratio of bulk modulus to shear modulus of the rock. As 

mentioned earlier, it is known that the bulk modulus depends strongly on the fluid bulk modulus, 

whereas the shear modulus doesn’t depend on it. If a compressible gas replaces relatively 

incompressible fluids in a porous rock, the ratio Vp/Vs will reflect the bulk modulus change and 

can therefore be used as an indicator for the presence of gas. One promising technique to extract 

a more quantitative analysis of the gas saturation is based on a cross-plot of the velocity ratio 

Vp/Vs versus the compressional velocity Vp. Miller and Stewart (1990) used this technique to 

differentiate lithologies in studies conducted in Alberta, Canada and their results are shown in 

Figure 1.7. 
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Figure 1-7: Analysis of velocity ratio, Vp/Vs on rock samples as a function of compressional 
velocity (Vp). Three major rock types are distinguishable in this analysis SS=sandstone, 
SH=shale, and LS=limestone (from Miller and Stewart, 1990).  

 
1.5 Thesis Objectives 

This thesis has contributed to setting guidelines for the interpretation and calculation of a 

reliable interval velocity ratio, Vp/Vs, that could be used to discriminate lithologies. Reliable 

velocity ratios are highly dependent on the vertical separation of reflectors, and thus their time 

separation (isochron). The main objective of this thesis is to evaluate the influence of using 

variable isochrons lengths and to calculate an uncertainty error associated with each length to 

determine the smallest isochrons that will provide reliable velocity ratios.    

This study was conducted by analyzing two datasets from different areas within the 

province of Alberta, Canada. Additionally, a geological model was built with the objective of 

estimating velocity ratio error for very thin beds under ideal conditions. To complete the main 

goal specific objectives were defined for each dataset: 

 For the synthetic study, a geological model and sonic and density logs were built. 

The objective of this test was to obtain velocity ratio errors for thin isochrons. 
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 For the first dataset, the Hussar experiment, the objective was to evaluate multiple 

isochrons in PP time obtained from the three wells available in the area. The 

evaluation was carried out by calculating the error of Vp/Vs for each time 

interval. This was accomplished by deriving an equation that took into 

consideration uncertainties encountered during the interpretation process. An 

assumption of ±2ms uncertainty was used for the horizon interpretation. 

 For the second dataset, the Spring Coulee experiment, the objective was to reduce 

the uncertainty for the horizon interpretation, calculate the error for the different 

isochrons in PP time and perform a comparison with the error obtained before and 

after the horizon pick uncertainties were reduced, in order to understand how the 

horizon picks uncertainty can influence the calculated velocity ratio. 

 The results from all the studies were compared for consistency. The results were used to 

determine the ideal range for isochrons length for velocity ratio interpretation. The errors 

obtained in all the cases were consistent with the relative isochron length. Thus, a reliable 

minimum bed thickness was suggested for velocity ratio analysis. 

1.6 Thesis Outline 

The thesis contains a total of five chapters which undertakes the goals set for this 

research.  

Chapter 1 includes the background information about converted waves, the relation 

between Vp/Vs and lithology, and the Garotta Method. Additional information includes 

objectives and the software used. 

Chapter 2 presents a synthetic geological model with different velocity ratios on each 

layer. Some of the layers used in the model are purposely very thin. This was done to understand 



 

14 

how the velocity ratio error behaves in the interval Vp/Vs analysis for these layers. At the end, 

the results obtained are compared with the analysis from the second and third chapters. 

 Chapter 3 uses a dataset from Hussar, Alberta. It starts with a geological description of 

the area, and then describes the data inputs and interpretation work, to determine the isochrons 

that will be used in the analysis. The interpretation work includes horizon picking and well ties 

work. The velocity ratio error calculation is explained in detail, and the results are compared to 

time interval lengths. 

 Chapter 4 describes the work done on the Spring Coulee dataset. A general overview of 

the geology of the area is given. After this, the focus is to go over the conditioning of the data, 

which is done to obtain the isochrons that will be used to perform the velocity ratio analysis. 

 Chapter 5 provides the conclusion and the recommendations from the results of this 

thesis. 

1.7 Software Used 

The following software was used for this thesis research: 

- Microsoft Office (Word, Excel, PowerPoint, Picture Manager) 

- Hampson-Russell(Suite, ProMc,E-Log) 

- Vista 2D-3D Seismic Processing. 

- Hampson & Russell (Suite, ProMc, E-Log) 

- Matlab – Syngram Module (Log Edit) 
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Chapter Two: Synthetic Model  

2.1 Overview 

A synthetic geological model was created to assess the interval Vp/Vs analysis method 

using results from this model. The model analysis provided ideal conditions in which well 

synthetic seismograms would achieve a high correlation to the synthetic seismic model and 

reduce uncertainty in the analysis. The first step in this analysis was to create a layered model; 

this model had horizontal interfaces with different thicknesses for each layer (Figure 2.1). The 

next step was to create the synthetic P and S sonic logs from the model. A density log was also 

created using a Gardner relationship (Gardner, 1974). 

The wells were correlated to the PP and PS seismic data and interval Vp/Vs ratios were 

calculated. The model assumed an isotropic medium for each layer. Well synthetic seismograms 

were created to tie the wells to the synthetic seismic volume. Ricker wavelets were used to create 

synthetic seismograms. The dominant frequencies were 40 Hz and 25 Hz for PP and PS traces 

respectively.  

2.2  Objective 

The main objective of this chapter is to understand how the interval Vp/Vs analysis error 

can be evaluated under ideal conditions. These ideal conditions refer to beds that are completely 

horizontal with no dip and have a completely isotropic medium. Additionally, in this model, an 

accurate velocity profile and bed thicknesses are known and the seismic data are noise free. The 

findings from this chapter will be compared to findings from the subsequent case studies to 

check for consistencies in the results. Moreover, having a model provides the opportunity for 

testing beds so thin that may not be distinguishable in real seismic surveys due to the limitations 

in vertical resolution. 
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2.3 Model Criteria 

As shown in Figure 2.1, the model consists of 6 layers of different thickness, denoted with 

the names Layers 1 to 6.  The thickness of each layer was input into the CREWES Syngram 

program.   For this particular model, the thickness of both the shallowest and deepest layers is 

500 m. The thinnest bed is 10 m, denoted as layer 5. Logs for dipole sonic and density were also 

created using Syngram; this information was used to create synthetic seismograms for both the 

PP and PS data.  Velocities for Vp and Vs were input based on common velocities in the Alberta 

Basin at each specific depth.  

 

Figure 2-1: Layered model with P-wave, S-wave, Vp/Vs and density log information. 
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2.4 Synthetic Seismograms 

In order to obtain a good correlation between the seismic data and the log, synthetic 

seismograms were created. The velocity and density logs were convolved with a 40 Hz dominant 

frequency Ricker wavelet (Figure 2.2) to create the synthetic trace. This wavelet was chosen 

because it had a frequency response and a bandwidth similar to the seismic data used in the later 

field studies. This same procedure was applied when creating the synthetic seismogram for the 

PS correlation; in this case, the impedance from the logs was convolved with a 25 Hz Ricker 

wavelet. The wavelets and their amplitude spectra are shown in Figures 2.2 and 2.3 respectively. 

Figures 2.4 and 2.5 show the synthetic seismograms for PP and PS data, respectively. The PS 

section is shown in Figure 2.6 with its interpreted horizons and Vp/Vs ratio information. 

 

 

Figure 2-2: 40Hz dominant frequency Ricker wavelet for PP well ties with its amplitude 
spectrum; the dotted blue line indicates the wavelet zero phase. 
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Figure 2-3: 25Hz dominant frequency Ricker wavelet for PS well ties with its amplitude 
spectrum; the dotted blue line indicates the wavelet is zero phase. 

 

Figure 2-4:  Synthetic seismogram for the PP section. 
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Figure 2-5:  Synthetic seismogram for the PS section. 

 

 

Figure 2-6: Velocity Model (in PS time) section with Vp/Vs ratio information and 
interpreted horizons. 



 

20 

 
2.5 Model synthetic ties 

In this study, the tie between the seismic data and the well is a good match as expected.  

The tops of the well aligned perfectly with the events of the seismic data.  Figures 2.7 and 2.8 

shows the well tie of the model, in which the blue lines represents the calculated synthetics; these 

lines aligned perfectly to match the red lines, which represents the seismic data. A total of 5 tops 

were estimated in this analysis.  Figure 2.9 shows both PP and PS sections with their respective 

horizons picks. 

 

 

Figure 2-7:  Final tie of the synthetic seismogram to the PP times.  The blue traces 
represent the synthetic seismogram and the red traces are the extracted trace from the 
seismic data near the well location. 
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Figure 2-8:  Final tie of the synthetic seismogram to the PS times.  The blue traces 
represent the synthetic seismogram and the red traces are the extracted trace from the 
seismic data near the well location. 
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Figure 2-9:  Interpretation of (left) the PP section and (right) the PS section; the PS section 
is plotted at 2/3 the scale of the PP section. 

 
2.6 Horizon Picking 

In reality, well top locations do not exactly match the same locations as the geological 

interfaces.  Interpreters commonly pick the peak, trough, or zero crossings to mark horizons and 

often a time shift is required to reduce this mismatch error. In this synthetic model, interfaces 

perfectly match the top locations but as the layer’s thickness becomes 25m or less, a time shift 

was required from the picked event.  Figures 2.10 and 2.11 shows the time shift corrections that 

were made for the synthetic model. 
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Figure 2-10:  The table shows the time improvement applied on the PP section for top 5 
and 6.  The corrected horizons time for top 5 is noted in the red box. 

 

Figure 2-11:  The table shows the time improvement applied on the PP section for top 6.  
The corrected horizons time for top 6 is noted in the red box. 
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(2.1) 

2.7 Vp/Vs Error Estimation  

To estimate the error for the Vp/Vs analysis, propagation error method was used. This 

method calculates the error in the values of a function based on the effects of the uncertainty of 

the variables on the function (Louro, 2014). An uncertainty of ±2 ms was used for the horizon 

picks in order to find the uncertainty in Vp/Vs.  This value of ±2 ms was chosen based on the 

results obtained from all the studies in this project. In the case of the PP section, the uncertainty 

number was slightly higher than ±1 ms and for the PS section it was slightly higher than ±2 ms, 

both of these values were obtained after the picks were time corrected and our final number was 

an average of both of these uncertainties. 

In this case, the function used to calculate Vp/Vs (equation 1.8) has two variables: ΔTpp 

and ΔTps. According to the propagation of error equation, if a function y depends on the 

variables x1, x2,…., xn, where xi is measured with uncertainties u(xi), the uncertainty in the 

calculated value y is given by: 

 

ሻݕሺݑ  ൌ ඥܿଵଶݑሺݔଵሻଶ ൅ ܿଶଶݑሺݔଶሻଶ ൅ ⋯ܿ௡ଶݑሺݔ௡ሻଶ 

 

where ci are called sensitivity coefficients because they provide information about how sensitive 

y is to uncertainties in each of the variables. Each sensitivity coefficient is the partial derivatives 

of y with respect to each xi: 

 

ܿ௜ ൌ
ݕ߲
௜ݔ߲
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(2.3) 

(2.2) 

To simplify the expression, the variables ΔTpp and ΔTps were substituted by z and x, 

respectively and Vp/Vs was substituted by the variable y. The sensitivity coefficients can then be 

written as 
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Then substituting equations 2.2 and 2.3 into 2.1, and with the uncertainties u (x) and u (z) 

equal to ±2 ms, the final absolute error equation for Vp/Vs will be given by 

 

݌ܸ
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(2.4) 

݌ܸ
ൗݏܸ ሺ݁ݎ݋ݎݎሻ ൌ ቆ4ට ଵ

∆்௣௣మ
൅ ∆்௣௦మ

∆்௣௣ర
ቇ ൈ ଵ଴଴

ூ௦௢௖௛௥௢௡	௅௘௡௚௧௛
 

Vp/Vs uncertainty error was calculated using Equation 2.4.  Figure 2.13 shows 

that the relative error in Vp/Vs for each isochron is small for large isochrons on both corrected 

and uncorrected horizons. The percent error increases by a power relation and moves 

asymptotically as the time interval decreases.  The percent error of the thinnest interval was 

approximately 62 % when horizons were time corrected, indicating that obtaining an accurate 

estimation of the Vp/Vs ratio is very unlikely.     

 As mentioned earlier for this particular model, geological interfaces and well tops have a 

perfect match for large isochrons, which is not always the case in reality. On the other hand, for 

the small isochrons, a mismatch was noticed. In this model, the smallest isochron for uncorrected 

horizons has an error of 32.5 %, due to this isochron being picked to be 11.1 ms when in reality 

it should be 6.1 ms. 
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Figure 2-12: Cross-plot of percent relative error in Vp/Vs versus ∆ܘܘ܂ time interval; the 
error tends to increase as the time interval becomes smaller.  The red trendline represents 
horizons with time corrections and is represented by the power function in the red box. The 
blue line represents the uncorrected horizons and is represented by the power function in 
the blue box.   

 

2.8 Summary 

Uncertainty plays a factor in the estimation of Vp/Vs ratio error, especially when the beds 

were as thin as the ones built in the synthetic model. Although the model presented isotropic 

properties, it did follow the trend line of the power function.  In addition, the time correction 

performed on the horizons provided small improvements to the accuracy of the interval Vp/Vs 

calculations for isochrons greater than approximately 12 ms.  
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Chapter Three: The Hussar Experiment 

 

3.1 Hussar Experiment Overview 

3.1.1 Introduction 

The objective of the Hussar experiment was the use of existing seismic and log data to 

make precise estimates of interval Vp/Vs values.  Part of this objective was to analyze how bed 

thickness and interpretation (picking) errors could affect the estimation of these values.  In 

addition, this study provided a suggestion for the minimum time intervals that should be used by 

interpreters in order to estimate robust interval Vp/Vs values. 

3.1.2 Geology Overview 

The data location is in central Alberta and is characterized by plains where the underlying 

surface formations are Cretaceous and Tertiary moderately indurated sediments that dip gently to 

the southwest (Allan and Rutherford, 1934).  A stratigraphic chart from this area is shown in 

Figure 3.1.  

The specific target of interest for the horizon interpretation is the Manville Group, which 

belongs to the oldest Cretaceous rocks and represents a major episode of subsidence and 

sedimentation following a long period of uplift, exposure and erosion of older strata (Mossop 

and Shetsen, 1994).  The Mannville Group (Figure 3.1) is less than 40 m thick in some areas, but 

in the Rocky Mountain foothills, it is more than 700 m thick. Gas and oil are trapped in fluvial 

reservoir sandstones in the south and in shoreline sandstone units throughout northern and 

central regions (Smith et al., 1994). The Mannville Group is disconformably overlain by the Joli 

Fou Formation shale of the Colorado Group and it is underlain by older Paleozoic carbonates 

(Mossop and Shetsen, 1994). 
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This group also consists of interbedded continental sand and shale at the base (Detrital 

and Ellerslie Member), followed by a Calcareous Sandstone Member, marine shale (Ostracod 

beds) and Glauconitic Sandstones.  The Glauconitic/Bluesky strata record the maximum 

transgression and subsequent early regressive stages of the lower Cretaceous Sea in the southern 

and central parts of the Basin.  Marine evidence prevails in the Glauconitic Sandstone in Central 

Alberta and in the Bluesky Formation in northern Alberta (Gavotti and Lawton, 2014).   

The Glauconitic Sandstone consists of very fine to medium quartz-rich sandstone in 

eastern Alberta and quartz sandstone intermixed with coarser sandstone in the western part of the 

province. Commonly, the glauconite content decreases and clay content increases in southern 

Alberta, where the unit becomes less marine. 
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Figure 3-1: Stratigraphic chart of the Mesozoid and Cenozoid strata in central Alberta.  
The star indicates the target formation (modified from Pemberton and MacEachen, 1995). 
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3.2 Hussar Data 

The Hussar experiment was performed in 2011 in association with CREWES and the 

sponsors INOVA, Geokinetics, and Husky Energy (Margrave et al. 2011).  The location for this 

particular experiment was near Hussar, Alberta, about 100 km east of the city of Calgary. This 

site was chosen because of its proximity to Calgary and excellent well data.  

The seismic line extended for 4.5 km from northeast to southwest and was acquired with 

10 Hz 3C geophones (Figure 3.2). A total of 484 geophones were laid out on this line in intervals 

of 10 m. Dynamite was used as a source for the seismic data recorded on this line and in this 

analysis, the three wells closest to the seismic line were included in the study (Figure 3.2). 

Well 12-27 had a dipole sonic tool that recorded P-wave and S-wave sonic velocities. In 

addition, it had density and gamma-ray logs. Both wells 14-27 and 14-35 had a monopole sonic 

tool that allowed only P-wave velocities to be recorded.  Density and gamma-ray logs were also 

available in these wells (Figure 3.3).   A cross-plot of P-wave and S-wave sonic velocities from 

the target of investigation was created for well 12-17. A best fit linear relationship line was 

obtained and this information from this line was input into Castagna’s equation to derive the S-

wave sonic for wells 14-27 and 14-35.  It is assumed that the linear relationship is a perfect 

representation of all the values but in reality these values are somewhat scattered, the linear 

result is just an approximation, and an uncertainty error might be introduced. 
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Figure 3-2: Location of the Hussar seismic line with nearby wells, and shot locations. Well 
12-27 provided dipole sonic logs; wells 14-27 and 14-35 only provided P-wave logs. 
(Margrave et al., 2011). 

 

 

Figure 3-3: Hussar experiment wells.  Well 12-27 provided dipole sonic data. 
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The seismic section was processed (Isaac and Margrave, 2011) in order to attenuate the 

surface waves and undesirable wavetrains while attending to keep the broadband frequency 

content of the reflection data.  Their processing included radial trace filter and Gabor 

deconvolution applied for noise attenuation.  Static corrections were also applied and the data 

was post-stack Kirchhoff time migrated. During processing, care was taken to preserve the 

maximum frequency bandwidth of the signal. (Isaac and Margrave, 2011).  As part of my study, 

FX filtering and band-pass filters were applied to both PP and PS seismic sections to improve the 

signal (Figures 3.4 and 3.5). 

 

 

Figure 3-4: Hussar PP seismic section; the red rectangle indicates the main zone of 
investigation; well locations are indicated by the vertical red lines.   
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Figure 3-5: Hussar PS seismic section; the red rectangle indicates the main zone of 
investigation; the uncorrelated well locations are indicated by the vertical red lines. 

 

3.2.1 Wavelet and Resolution 

On both PP and PS sections, the statistical wavelets were extracted at the well locations.   

Figure 3.6 and 3.7 show the final multi-well wavelets extracted from the wells 14-27 and 14-35 

with their amplitude spectra for both the PP and PS sections. 
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Figure 3-6: PP section multi-well wavelet extracted from the wells 14-27 and 14-35 with its 
amplitude spectrum; the dotted blue line indicates the wavelet’s average phase.  

 

 
 

Figure 3-7: PS section multi-well wavelet extracted from the wells 14-27 and 14-35 with its 
amplitude spectrum; the dotted blue line indicates the wavelet’s average phase. 
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For practical purposes, the tuning thickness can be considered as an indicator of the 

vertical resolution. Widess (1973) claimed that bed thickness would be discernible if the bed had 

a thickness 1/8 of the wavelength.  The Rayleigh criterion is the generally accepted criterion for 

vertical resolution; it defines the limit of resolution at 1/4 of the dominant wavelength. From the 

seismic data, our period was approximately 40 ms and our dominant frequency was 25 Hz 

(Figure 3.8). The average compressional velocity at our area of investigation was 3400 m/s and 

the vertical thickness at our point of interest was approximately 34 m. 

 

 

Figure 3-8: The calculation of the minimum bed thickness that can be resolved; Z is the 
minimum thickness, Fd is the dominant frequency, T is the wavelength period, and λ 
represents the wavelength. 

 
3.2.2 Lithology Discrimination 

Many factors can influence Vp/Vs values, such as the lithology and pore fluids. A 

lithology investigation was conducted to understand how this could influence the results.  The 
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relationship between Vp and Vs for well 12-27 is shown in Figure 3.9 and is quasi-linear. The 

relationship between the gradient and the lithology, especially the shale content, is a subject for 

further investigation.  Cross-plots were created from well log curves from well 12-17. Figure 

3.10 shows Vp versus Vs cross-plot; the color key shows gamma ray (GR) log where the lower 

values (GR˂50 API) corresponds to cleaner sandstones (Rider, 2011).  These cross-plots are 

from the depth of investigation which covers the Mannville Formation. 

 

 

Figure 3-9: Vp against Vs cross-plot with a gradient line of 0.50 for well 12-27 in the 
Mannville formation. 
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Figure 3-10; Cross-plot Vp against Vs (Color: Gamma-Ray) in well 12-27. 
 
 

The plot of Vp against Vp/Vs, as shown in Figure 3.11, shows a lot of scatter, but 

generally Vp/Vs increases as Vp increases. The basis of much of the lithology work in PS 

exploration relates to anomalous changes in Vs with respect to Vp (Stewart et al., 2002).  A 

changing Vp/Vs value is often closely tied to a changing lithology (Rider, 2011) and perhaps 

pore geometry and pore fluids. Vp/Vs values cluster between 1.9 and 2.0 at relative high P-wave 

velocities.  
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Figure 3-11: Cross-plot Vp versus Vp/Vs for well 12-27. 

 

The plot of the Vp/Vs ratio against gamma log values for well 12-27 is shown in Figure 

3.12. The data points are very scattered, although there is a general trend of Vp/Vs increasing 

with increasing gamma log values, which reflects an increase in shale content. The majority of 

the data points from well 12-27 have API values less than 100 and there is a dense cluster of 

points with values of 60 to 95 API.  Most points from well 12-27 at the Glauconitic Formation 

(Mannville Group) have Vp/Vs values ranging from 1.76 to 1.95; by comparing Figures 1.7 and 

3.11, it can be seem that these values are dominated more by shaliness than by sand content. 
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Figure 3-12: Cross-plot of gamma-ray against Vp/Vs for well 12-27. 

 

3.2.3  Well Tie Procedure 

As mentioned previously, well 12-27 had dipole sonic logs while 14-27 and 14-35 only 

had P-wave sonic logs.   The linear relationship of Vp versus Vs from well 12-27 (Figure 3.9) 

was used to derive S-wave velocities for wells 14-27 and 14-35, as shown in figures 3.14 and 

3.15 respectively.  

Well ties are performed with the objective of relating stratigraphic markers in the wells to 

events on the seismic section; this helps with the horizon identification interpretation (Simm and 

Bacon, 2014). After extracting the statistical wavelet from the seismic data, the next step was to 

extract a wavelet from each well to refine the correlation.  A final, multi-wavelet was extracted 
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from the wells 14-27 and 14-35 due to the similarities in their phases. This final multi-well 

wavelet, when convolved to the reflectivity from each well, helped with the creation of well 

synthetic seismograms at each well.  Since check shots surveys were not available, the next step 

was to apply a manual check shot correction by applying the bulk shift to the synthetic 

seismogram to match known strong events on the seismic section. The bulk shift was required 

because the software extrapolated the first Vp log value to the surface and it usually 

overestimates the near surface velocity (Hampson-Russell, 2014). Finally, stretch or squeeze was 

performed to the logs to modify the time-depth   curve to match the measured P-wave seismic 

times. 

  The wavelet extraction time window for each well in the PP section ranged from 600 ms 

to 1200 ms, which covered the depth interval of investigation. A bulk shift was applied to the 

synthetic seismograms in order to match the well tops to a known interpreted event in the seismic 

section. Minor stretching was performed to fix mis-ties and to have a better correlation without 

modifying the sonic logs. 

After horizons were picked on the PP and PS sections, the wells ties on the PS section 

were performed.  The wavelet extraction time window for each well ranged from 900 ms to 1800 

ms. Correlation value for the PS section is lower in comparison to the PP section due to the 

lower resolution in the PS seismic section.  Figure 3.13 to 3.15 show the results for the well ties 

for the PP section. 
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Figure 3-13: The final tie of well 12-27 on the PP section; the blue traces represent the 
synthetic seismogram and the red traces are the extracted trace from the seismic data near 
the well location. 
 

 

 

 

Figure 3-14: The final tie of well 14-27 on the PP section; the blue traces represent the 
synthetic seismogram and the red traces are the extracted trace from the seismic data near 
the well location.   
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Figure 3-15: The final tie of well 14-35 on the PP section; the blue traces represent the 
synthetic seismogram and the red traces are the extracted trace from the seismic data near 
the well location.   

 

Synthetic seismograms are used to assist in the well log calibration process which links 

seismic events to the corresponding geological markers (Hampson-Russell, 2014). Synthetic 

traces for PS and PP data were created according to conventional Zoeppritz modeling. Zero 

offset P-wave synthetics are normally used for correlation with seismic data. PS-waves are not 

generated at zero offsets; however, small offsets will generate converted wave energy. Figure 

3.16 below shows both seismic sections with their PP and PS-wave synthetics. 
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  (a)                              (b)                                           (c)                            (d) 

Figure 3-16:  (a) PP seismic section with horizon picks and (b) PP synthetic offset gather; 
(c) PS seismic section with horizons picks and (d) PS synthetic offset gather. 

 

3.2.4 Well Tie Quality Control 

Vp/Vs ratio information can also be used to verify the consistency of the PP and PS log 

correlations. This is done by comparing the ratio provided by the corrected P and S sonic logs to 

the calculated Vp/Vs value from the corrected depth-time curves. Both ratio lines were plotted 

on the same track to check for consistency; when major differences occur they can point to 

inconsistent correlations in the PP or PS time and would require revision to generate agreement 
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(Hampson-Russell, 2014). Agreement is found when Vp/Vs tends to follow the derived values 

closely. Figure 3.17 to 3.19 show the consistency of the ratios at each well. 

 
 

Figure 3-17: Quality control on well 12-27; the blue line represents the calculated Vp/Vs 
ratio from depth-time curves and the red line on the same track represents the ratio 
derived from the sonic logs; both lines showed consistency in the area of investigation. 
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Figure 3-18: Quality control on well 14-27; the blue line represents the calculated Vp/Vs 
ratio from depth-time curves and the red line on the same track represents the ratio 
derived from the sonic logs; both lines showed consistency in the area of investigation. 

 

 
 

Figure 3-19: Quality control on well 14-35; the blue line represents the calculated Vp/Vs 
ratio from depth-time curves and the red line on the same track represents the ratio 
derived from the sonic logs; both lines showed consistency in the area of investigation. 
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3.3 Horizon Picking 

Once the events of interest were identified and correlated to both seismic sections, 

horizons were picked using an automatic picker with manual editing.  Intervals of Vp/Vs values 

between horizons were calculated using the following relationship, derived in Chapter 1: 

ݏܸ/݌ܸ ൌ
ሺ2ݏ݌ܶ߂ െ ሻ݌݌ܶ߂

݌݌ܶ߂
 

In this equation, ΔTpp and ΔTps represent the isochrons across the same depth intervals 

for both PP and PS sections. Horizons were carefully picked and corrected when necessary in 

order to accurately interpret lateral variations in Vp/Vs.  The ratio could be affected due to 

changes in lithology, porosity, pore fluid, and other formation characteristics (Tatham and 

McCormack, 1991). A total of six horizons were picked for our analysis; this allowed the study 

of several isochron intervals for the Vp/Vs error study. 

The horizons interpreted on the PP section are shown in Figures 3.20 and 3.21, and were 

picked based on the well top information from all the wells.  Using an auto picker, the horizons 

were picked at the peak, trough, or zero crossings closest to the well tops locations. In Figure 

3.22 the PS section is plotted at 2/3 the scale of the PP section; both sections are aligned at the 

same depth intervals and the difference in times is due to the slowness of the S-wave which 

contributes to the PS-wave total travel time. 
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Figure 3-20:  PP seismic section with six interpreted horizons and the three well locations; 
well 12-27 have the dipole sonic logs and the other wells provided only monopole sonic logs. 

 

 

Figure 3-21: PS seismic section with six interpreted horizons and the three well locations; 
well 12-27 have the dipole sonic logs and the other wells provided only monopole sonic logs. 
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(a)               (b) 

Figure 3-22:  Interpretation of (a) the PP section and (b) the PS section; the PS section is 
plotted at 2/3 the scale of the PP section. 

 

In order to improve the interpreted horizon picks, a time shift was applied to each event 

in order to tie better at the well locations.  When picking horizons, the software would only allow 

picks to be done at the peak, trough, or zero crossing. After the well ties, the geological tops do 

not necessarily fall specifically at any of these locations and may differ between PP and PS 

sections, as mentioned previously. Sometimes a time shift is necessary to precisely locate the 

horizons at the tops and minimize the uncertainty. The first step to finding the time shift was to 

average time differences between the geological top and its interpreted horizons at two well 

locations (12-27 and 14-35). The average was used to shift the horizon; this step was performed 

for all the horizons on both PP and PS sections. The improvement to the horizon placement 

reduces the error of interval Vp/Vs computed from the isochrons.  Figure 3.23 to 3.26 show the 

refined time shifted picks applied to both seismic sections. 
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Figure 3-23: PP section with interpreted horizons before and after the time shift 
correction; yellow bars on the logs represent the geological tops. 

 

 

Figure 3-24: The table shows the time improvement in the red box after the corrections 
were applied on the PP section for the BasalBellyRiver horizon. The corrected horizon time 
is noted in the red box. 
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Figure 3-25:  PS section with interpreted horizons before and after the time shift 
correction; yellow bars on the logs represent the geological tops. 
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Figure 3-26:  The table shows the time improvement in the red box after the corrections 
were applied on the PS section for the BasalBellyRiver horizon. The corrected horizon time 
is noted in the red box. 

 

3.4 Vp/Vs Error Analysis 

To understand the relationship between the sensitivity of Vp/Vs interval to the time 

intervals used, we first input the interpreted horizons to create isochrons along the section. A 

total of eleven isochrons were chosen with intervals ranges from about 22 ms to 500 ms.  The 

table below shows the different intervals in both PP and PS times using the information from all 

the wells. 
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Table 3.1: Interval PP time averages from all wells for both corrected and uncorrected 
horizons. 

  

  PP Time Interval (ms)  PP Time Interval (ms) 

   Corrected Horizons  Uncorrected Horizons 

BaseFishScales‐Viking  22.5 18.7 

Mannville‐MedicineRiverCoal  38.1 42.6 

MedicineRiverCoal‐Pekisko  47.4 49.5 

Viking‐Manville  56.4 79.9 

Mannville‐Pekisko  89.6 96.2 

Viking‐ Pekisko  146.8 151.7 

BasalBellyRiver‐BaseFishScales  327.9 487.1 

BasalBellyRiver‐Mannville  407.0 398.5 

BasalBellyRiver‐MedicineRiverCoal  443.5 439.5 

BasalBellyRiver‐Pekisko  496.6 494.7 

 

Vp/Vs calculations for each interval were compared with one another to find patterns and 

differences (Figures 3.27 and 3.28). The results show that the deviations for smaller isochrons 

were greater than those for larger isochrons. Based on the results, the Vp/Vs calculations are 

found in part to be dependent on the time interval chosen.  Horizon interpretation mis-picks will 

result in greater error in the Vp/Vs values for small intervals. 

 Variations of Vp/Vs in Figure 3.27 are dependent not only on the isochrons lengths but 

also on the lithology of the area, which has a major influence on the changes of this ratio.  As 

mentioned earlier, the Mannville ground consists of interbedded continental sand and shale at the 

base, which is followed by calcareous and glauconitic sandstones.  As noted in the figure, some 

areas along the survey line with low ratio values could indicate high sand content, while the 

areas of higher ratio values could indicate a more shaly sand content.    



 

54 

 

Figure 3-27: Interval Vp/Vs curves for large isochrons in PP times (> 300 ms). 

 

Figure 3-28: Interval Vp/Vs curves for small isochrons in PP times (< 180 ms).  
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3.4.1 Time Interval Error Analysis 

In Figure 3.29 shows all interval Vp/Vs means and standard deviations for large 

isochrons, which have time intervals greater than 300 ms., the black line with the triangle shows 

the mean values for all of the curves for every 20 CDP intervals.  The vertical bars represent one 

standard deviation away from the mean at each interval. This graph allows for an analysis of the 

standard deviation as a function of position on the line, which indicates meaningfulness of the 

Vp/Vs values. A standard deviation greater than the mean value means that the error overwhelms 

the geological deviations and the lateral variation of the Vp/Vs is not meaningful.   In Figure 

3.29, most of the curves at each interval lie within one standard deviation of the interval mean, 

proving that these values are meaningful.  The interval between CDP 422 and 742 is shown to be 

meaningful Vp/Vs values for geological interpretation. 

 

Figure 3-29: Interval Vp/Vs mean and standard deviation for large isochrons in PP times 
(>300 ms).  The black line with the triangle represents the mean Vp/Vs value at a specific 
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CDP.  Vertical bars represents one standard deviation away from the mean at each 
interval. 
 

Figure 3.30 shows all interval Vp/Vs means and standard deviations for small isochrons, 

which have time intervals less than 180 ms.  In this particular figure, the standard deviation of 

the interval mean is much greater than that in Figure 3.29 and the curves’ values do not land 

within one standard deviation of the mean. Throughout the entire line, the curve values are very 

different from each other. This suggests that the Vp/Vs values for these isochrons are not 

meaningful and should not provide a reliable geological interpretation of the area. 

 

Figure 3-30: Interval Vp/Vs mean and standard deviation for small isochrons in PP times 
(<180 ms).  The black line with the triangle represents the mean Vp/Vs value at a specific 
CDP.  Vertical bars represent one standard deviation away from the mean. 

 

The uncertainty in the Vp/Vs ratio was used to understand how the time interval can 

affect the percent relative error in the ratio analysis (Figure 3.31). Time intervals greater than 
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150 ms corresponded to percent error values that were consistently low, ranging from 0.7 to 2.2 

percent. For intervals below this threshold, the percent error increased exponentially; the smallest 

time intervals in our study were approximately 22 and 38 milliseconds and their corresponding 

percent errors were 16.5 and 9.7 percent respectively. The calculation for the error assumes an 

uncertainty of ±2 ms in the interpretation from the horizons picks.  Data with horizons with no 

time correction was also added to observe the error differences. For the most part for this 

particular data, the time correction did not affect the calculated percentage error, especially for 

large isochrons. However, there were small noticeable changes on the calculated error for the 

smallest isochron, but it was still relatively small at less than 1% difference. 

 

Figure 3-31: Cross-plot of percent relative error in Vp/Vs versus ∆ܘܘ܂ time interval; the 
error tends to increase as the time interval becomes smaller.  The red trendline represents 
horizons with time corrections and is represented by the power function in the red box. The 
blue line represents the uncorrected horizons and is represented by the power function in 
the blue box.   
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3.5 Summary 

Analysis performed on the Hussar data indicates that the uncertainty in Vp/Vs values will 

increase as time interval becomes smaller. It is important for interpreters to understand this 

relationship in order to avoid erroneous results in interval Vp/Vs analysis.  Based on the 

increasing behavior of error with respect to decreasing in the time interval, as well as taking into 

consideration the variability of the Vp/Vs values due to the uncertainty it is suggested to use 

isochron intervals greater than 150 ms.  Interval Vp/Vs analysis for data with intervals greater 

than this time presented low uncertainty.  
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Chapter Four: The Spring Coulee Experiment 

 

4.1 Spring Coulee Experiment Overview 

4.1.1 Introduction 

Similar to the Hussar experiment, the objective of the Spring Coulee experiment was to 

use the existing seismic and well data to perform a Vp/Vs precision analysis. The seismic data 

had a high signal to noise ratio, which facilitated the interpretation. However, no wells were 

located near the seismic line. Instead, a well approximately 10 km from the line was used to help 

interpret the subsurface geology.  

The main objective of this particular experiment was to calculate Vp/Vs for different time 

thicknesses in the Spring Coulee area and to compare them with the findings from the previous 

chapter, as well as to determine a minimum time interval that interpreters can use to calculate 

Vp/Vs over small isochrones (thin beds).  

4.1.2 Geology Overview 

The seismic data for this survey was acquired in Spring Coulee, Alberta. Nearly the entire 

area is covered by a mantle of glacial drift, in which most of the exposure occurs in the river 

channels or in coulees (William and Dyer, 1930). 

Figure 4.1 shows a stratigraphic chart from the southern plains region of Alberta. The 

target zone for horizon picks included the Colorado Group, which consist of several sandstone 

and conglomerate units, some of which are prolific hydrocarbon producers (Mossop and Shetsen, 

1994). Other horizon picks included the Rundle Group, a carbonate unit of Mississippian age 

which consists of massive limestone interbedded with dark argillaceous limestone.  Chert 

nodules are observed in the shaley beds, and crinoids and brachiopods are observed in the clean 
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massive beds (Douglas, 1953). Lastly, two more horizons were picked for strata of both 

Mississippian and Devonian age.  

Exploration in the area has traditionally been focused on the generally thin Cretaceous 

Mannville sandstones which include the Glauconitic and the Basal Quartz channel sands (Geis, 

1990).  As in the Hussar data, the Mannville Formation serves as a major oil play for companies. 

Natural gas is also extracted from the Ostracod and Glauconite beds in southern Alberta (Mossop 

and Shetsen, 1994). Both beds are sub-units of the lower Mannville subdivisions. 
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Figure 4-1:  Stratigraphy chart of the southern Alberta region.  The red star denotes the 
horizon picks locations. (Modified from Alberta Geological Services, 2009).  
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4.2 Spring Coulee Data 

The Spring Coulee dataset was acquired in 2008 near Spring Coulee, Alberta by CREWES 

in association with ARAM Systems Ltd. This survey is located approximately 250 km south-east 

of Calgary in the Southern Alberta plains. This site was chosen following the discovery that the 

University of Calgary had been endowed with the mineral rights to work in this area (Bertram, 

2008).  Specifically Sections 14 and 23 T4 R23 W4M (Figure 4.2).  

The seismic line extended 6.5 km from the northeast to the southwest and contained 3C 

Sensor SM7 geophones provided by ARAM system Ltd. Six hundred and fifty geophones were 

spread 10 m apart. A 48 K pound vibroseis provided by CGG Veritas was used to acquire the 

data. Only one well was used to help interpret the geology of this area. Well 3-32-4-23, located 

10 kilometers away from the seismic line, provided density and P-wave log information only 

(Figure 4.3). Other wells were available but they were not deep enough to identify the geology in 

our area of investigation.   Only one well did have a dipole sonic logs with registration close to 

the target of investigation depth, and a linear relationship between the sonic logs for this well 

was acquired.  And this relationship was used to estimate a shear sonic log on well 3-32-4-23. 
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Figure 4-2: Location of the Spring Coulee seismic line and flag locations. (Bertram et al., 
2008). 

 

         Figure 4-3: P-wave sonic and density logs from well 3-32-4-23. 
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The seismic data was previously processed by Crewes (Lu, 2008). The weathering layer 

in this area is characteristically thin; consequently, the dataset was imaged well close to the 

surface with few artefacts. The dataset was post-stack Kirchhoff time migrated. Figures 4.4 and 

4.5 shows the PP and PS sections respectively with their respective target windows denoted by 

the red rectangle. 

 

Figure 4-4: Spring Coulee PP seismic section; the red rectangle indicates the area of 
investigation. 
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Figure 4-5: Spring Coulee PS seismic section; the red rectangle indicates the interval of 
investigation. 
 

4.2.1 Wavelet and Resolution 

A specific target window for each seismic section was used to first estimate statistical 

wavelets.   The next step was to extract a wavelet for each section, using log data from well 3-

32-4-23. This method can give a good estimate of both amplitude and phase spectra of the 

wavelet (Figures 4.6 and 4.7).   As mentioned earlier, since the well was located a few kilometers 

away from the seismic line, the final well-seismic tie location was affected due to differences in 

the geology between the well location and the seismic line. 
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Figure 4-6: PP wavelet extracted from well 3-32-4-23 with its amplitude spectrum. 

 

 

Figure 4-7:  PS wavelet extracted from well 3-32-4-23 with its amplitude spectrum. 
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Seismic data was used to estimate the vertical resolution. This is a very important piece 

of information to know when interpreting data as it will help to estimate the minimum bed 

thickness that can be distinguishable on a dataset. To calculate the vertical resolution, the 

Rayleigh criterion was used, in which resolution = λ/4 where λ is the dominant wavelength, the 

wavelength was found to be 155 m, based on the dominant frequency of 22 Hz and a velocity of 

3400 m/s. Thus, the vertical resolution of approximately 39 m was determined.   

4.2.2  Well Tie Procedure  

In the Spring Coulee experiment, only one well was used to perform the well ties. The 

exact well location was several kilometers away from the seismic line, thus affecting the final 

well correlation. The well provided bed top information that helped to identify the different 

horizons in the seismic section. Horizons extending from the Cretaceous to the Devonian periods 

were picked on each seismic section. Since this particular well did not have the check shot 

information, a manual check shot correction was performed by means of applying a bulk shift to 

the well seismogram to match an event on the seismic data. In addition, squeeze and stretch were 

performed on the logs to match the seismic data. 

In Figure 4.8, the blue traces represent the synthetic seismograms that were calculated 

from convolving the reflectivity from the well with the extracted wavelet. The red traces beside 

the seismic represent the average of the 9 traces that are near the assumed well location 

(Hampson-Russell, 2014).   The well 3-32-4-23 was projected on a location in the seismic line 

where the image of the events were clear of noise. 

The correlation result is dependent on the correlation window; on the PP seismic section, 

the correlation window was from 500 ms to 1200 ms, the target of investigation for this study. 

On the PS seismic section, the correlation window was from 800 ms to 1800 ms.  
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The deepest horizon picked, called “H1”, was not included in the correlation window 

since log information at these depths was not available.  

 

Figure 4-8: The final tie of well 3-32-4-23 on the PP section; the blue traces represent the 
synthetic seismogram and the red traces are the extracted trace from the seismic data near 
the well location. 

Using both P and S-waves, a synthetic trace PS was created to help with the tie to the 

seismic (Figure 4.9). PS interpretations are often poorer in quality than P-wave seismic data due 

to the low-frequency content and customarily noisy data.  The loss of high frequencies in the PS 

data may be related to Q attenuation, which is the loss of energy expressed in dB/cycle.  Thus, 

PS seismic correlation to geology is significantly more difficult than for P-wave data. 
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Figure 4-9:  The final tie of well 3-32-4-23 on the PS section; the blue traces represent the 
synthetic seismogram and the red traces are the extracted trace from the seismic data near 
the well location. 

 
4.2.3 Well Tie Quality Control 

To verify the well tie consistencies on both the PP and PS sections, two logs were 

computed.  The first log was a Vp/Vs ratio calculated from P and S-wave sonic logs and the 

second log was a Vp/Vs ratio calculated from the corrected depth-time curves. Both logs were 

overlaid to compare consistencies in values. As noticed in Figure 4.10, there were only small 

shifts of Vp/Vs values between both logs, indicating there was no excessive stretching or 

squeezing during the well tie process. 
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Figure 4-10: Quality control on well 3-32-4-23; the blue line represents the calculated 
Vp/Vs ratio from depth-time curves and the red line on the same track represents the ratio 
derived from the sonic logs; both lines showed consistency in the area of investigation. 

 
4.2.4 Horizon Picking 

After the well ties, the horizons of interest were picked on both the PP and PS datasets 

and intervals Vp/Vs values between these horizons were calculated using the Garotta relationship 

(Equation 1.12). The horizons interpreted in this experiment are shown in Figure 4.11 and 4.12.   

To verify that the horizons were correctly picked, Figure 4.13 shows the PP and PS sections side 

by side, where PS section is plotted at 2/3 the scale of the PP section; both sections were, 

generally aligned at the same depth.  
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Figure 4-11: PP seismic section with all interpreted horizons and the well location.  Well 3-
32 included dipole sonic logs. 

 
Figure 4-12: PS seismic section with all interpreted horizons and the well location.  Well 3-
32 included dipole sonic logs. 
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(a)                                                                            (b) 

Figure 4-13: Interpretation of (a) the PP section and (b) the PS section; the PS section is 
plotted at 2/3 the scale of the PP section. 

 
To improve the interpretation of the horizons, a small time shift was applied. Horizons 

picks are generally made at peaks, troughs or zero crossings in the seismic data and may not 

necessarily fall exactly at the wells top locations. Thus making time shift adjustments in the 

picks can help increase the accuracy of the intense analysis over thin beds. Improvements on 

horizons, as shown in Figures 4-14 and 4-15, could be from a few milliseconds to several 

milliseconds, particularly for the PS section, due to the lower dominant frequency of the data.   

Since the Spring Coulee dataset had only one well, there was no ability to average the horizon 

and top time differences between the wells. After the time shift was applied, the horizons closely 

match the top location contributing to the reduction of the overall uncertainty of the Vp/Vs 

calculation. 
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Figure 4-14:  The table shows the time improvement in the red box after the corrections 
were applied on the PP section for the Exshaw horizon. The corrected horizon time is noted 
in the red box. 
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Figure 4-15:  The table shows the time improvement in the red box after the corrections 
were applied on the PS section for the Pakowki horizon. The corrected horizon time is 
noted in the red box. 

 
4.3 Vp/Vs Error Analysis  

All possible isochrons were used for the analysis of the Vp/Vs ratio. The 6 horizon picked 

provided a total of 15-time intervals with ranges from about 80 ms to about 900 ms. Isochron 

intervals in the Spring Coulee dataset were larger than those found in the Hussar dataset. Hence, 

the error analysis in this chapter concentrated on finding how precise picking of the horizons 

interacts with errors for each specific interval. This was done by calculating errors for 
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uncorrected and corrected horizons. Table 4.1 shows both interval times for corrected and 

uncorrected horizons. 

Table 4.1 Interval PP time averages for both corrected and uncorrected horizons. 

 

Figure 4.16 shows the interval Vp/Vs values of time intervals at each specific CDP point 

along the seismic line. As expected, the deviation of Vp/Vs ratio for each isochron interval was 

large. Deviation in ratio calculations inversely correlates to the sampling size; thus, the larger the 

time interval, the smaller the deviation. For example, in Figure 4.16, the Pakowki-Colorado 

isochron was about 83 ms after horizon correction. The variation in Vp/Vs for this particular 

sample oscillates greatly compared to the Exshaw-Bi-SS isochron, which is about 332 ms. 
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Figure 4-16:  Interval Vp/Vs along the seismic line, for PP isochrons less than 400 ms. 

Figure 4.17 shows the remaining isochrons, which have time intervals more than 400 ms 

for the Spring Coulee dataset. As seen in Figure 4.17, the deviations on this graph are smaller 

because the time intervals are large enough to offset the uncertainty errors. For this reason, larger 

isochrons are ideal for geological interpretation. The isochron ratios follow a similar trend 

throughout the line. The horizons picked in this project corresponded to shales, carbonates and 

sandstones formations. The lithology indicates the areas with low ratios correspond to higher 

sandstones concentrations and the areas with high ratio indicate a higher presence of shale.  
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Figure 4-17: Interval Vp/Vs ratio of large isochrons along the seismic line, for isochrons of 
more than 400 ms in PP time. 

 
4.4 Time Interval Error Analysis 

Figure 4.18 shows all means and standard deviation values for large isochrons, which have 

time intervals greater than 400 ms. The black line with the triangle shows the mean values for all 

of the curves for every 20 CDP intervals.  The vertical bars represent one standard deviation 

away from the mean at each interval.  This figure shows a meaningful lateral change in Vp/Vs 

because most of the values throughout the line lie within one standard deviation of the mean. 
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Figure 4-18: Interval Vp/Vs mean and standard deviation for large isochrons in PP time 
(>400 ms) along the seismic line.  The black line with the triangle represents the mean 
Vp/Vs value at a specific CDP.  Vertical bars represent one standard deviation away from 
the mean. 

 

Figure 4.19 shows all interval Vp/Vs mean and standard for small isochrons, which have 

time intervals less than 400 ms.  As seen in the previous chapter, smaller isochrons have greater 

standard deviation and curve values are very different from each other. Since the curves’ values 

lie outside one standard deviation from the mean, these values should not be used to interpret the 

lateral variation of the Vp/Vs.   It is better to use larger isochrons for geological interpretation. 
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Figure 4-19: Interval Vp/Vs mean and standard deviation for small isochrons in PP time 
(<400 ms).  The black line with the triangle represents the mean Vp/Vs value at a specific 
CDP.  Vertical bars represent one standard deviation away from the mean. 
 

The error for each time interval was calculated using the Vp/Vs error equation (Equation 

2.4).   A cross plot of percentage error versus time interval (Figure 4.20) for both corrected and 

uncorrected horizon shows that for larger time intervals the errors are similar, with error values 

ranging from 0.42 to 1.83 percent for isochrons larger than about 200 ms. In this cross plot, the 

red line represents the corrected horizon’s best-fit line, which is a power function equation 

presented in the red outline box. The blue line represents the best-fit line for the uncorrected 

horizons, whose power function is presented with the blue outline box. Both of these lines are 

asymptotic. For small time intervals, less than 150 ms, there is a significant separation between 
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both lines. The blue presents a higher uncertainty error than the red line, especially as time 

intervals becomes smaller. 

 

Figure 4-20: Cross-plot of percent relative error in Vp/Vs versus ∆ܘܘ܂ time interval; the 
error increases as the time interval becomes smaller.  The red trendline represents horizons 
with time corrections and is represented by the power function in the red box. The blue line 
represents the uncorrected horizons and is represented by the power function in the blue 
box.   

 

4.5 Vp/Vs Results 

Results for the Vp/Vs analysis are shown in Figures 4.21 and 4.22 for uncorrected and 

corrected horizons, the seismic section from the Spring Coulee experiment had low reflection 

amplitudes around the Colorado formation pick, which affected the Vp/Vs calculations for the 
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Pakowki-Colorado time interval considerably. In the seismic section with uncorrected horizons, 

the Vp/Vs for the Pakowki-Colorado interval was 1.44. On the other hand, on the corrected 

Vp/Vs section this time interval had an average Vp/Vs of 1.91. In general, all Vp/Vs values were 

adjusted after the horizons were corrected; the adjustment in Vp/Vs became larger as the time 

interval became smaller. 

 

Figure 4-21: Seismic section with color bar for Vp/Vs for uncorrected horizons. 
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Figure 4-22: Seismic section with color bar for Vp/Vs for corrected horizons. 

4.6 Summary 

Based on the Spring Coulee study results, Vp/Vs ratios are affected by time interval size as 

well as by how well the horizons are picked. As found in the previous chapter, it is 

recommended not to use time intervals smaller than 150 ms for Vp/Vs interpretation. Horizons 

corrections only made slight improvements in the percentage of error of approximately .5 % on 

the smallest isochron. 

This dataset showed a small lateral variation in Vp/Vs, which indicates that lithological 

changes along the seismic line are small. 
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Chapter Five: Conclusions and Recommendations 

5.1 Conclusions 

The main goal of this thesis was to evaluate the uncertainty in the Vp/Vs analysis and to 

provide a guideline for the smallest bed thickness to use when estimating this ratio, with 

confidence.  The following conclusions have been reached based on the results of this study: 

 The synthetic geological model analysis showed that the uncertainty played a factor in 

the estimation of Vp/Vs ratio error, especially when the beds were as thin as 10 m. 

Although the model presented isotropic properties, it did follow the trend line of the 

power function that was characteristic of the Hussar and Spring Coulee case studies. 

 The Hussar seismic data showed that Vp/Vs uncertainty increases as the analysis time 

window decreases. The Vp/Vs error suggested that as the isochron becomes smaller, the 

calculated velocity ratio will become less reliable for lithology discrimination analysis. 

 The Spring Coulee data also showed that Vp/Vs ratios are affected by time interval size 

as well as by how accurately the horizons are picked. Horizons corrections made slight 

improvements in the uncertainty of approximately 0.5% on the smallest isochron. This 

indicates that the time interval has greater influence on the reliability of Vp/Vs ratio. 

 Changes in the Vp/Vs ratio is affected not only by the value of the isochron but also by 

the geology surrounding the study area. It is important to understand the geology of the 

area and identify the formations of the area of study.   
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5.2 Recommendation 

This thesis focused on studying the sensitivity of the velocity ratio using two datasets and a 

geological model. The following are recommendations based on the results of this research: 

 It is recommended not to use time intervals smaller than 150 ms for Vp/Vs interpretation.   

Isochron smaller than 150 ms in PP time have high uncertainty, making the ratio not 

reliable for lithologies studies. 

 Accurate horizon picks help improve results in the estimation of the Vp/Vs ratio. It is 

important for the interpreter to perform precise picks on the seismic data, as this 

improves the Vp/Vs ratio accuracy. 

 It is suggested to use isochron intervals in PP time greater than 150 ms for robust results. 

Interval Vp/Vs analysis for intervals greater than this isochron have low uncertainty. The 

studies showed that horizon pick adjustments can reduce uncertainty by a small factor. In 

all cases, it was confirmed that thin beds can play a significant role in Vp/Vs 

uncertainties that could lead to erroneous results. In addition, it was shown that 

interpreters should work with bed thicknesses greater than 150 ms to perform horizon 

adjustments for more precise results. 

 Future work could include performing an inversion on both the PP and PS datasets to 

compare the Vp/Vs ratios from the inversion method to the Garotta approach. 
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Appendices 

 

A. Vp/Vs Relation to Poisson’s Ratio. 

A.1 Derivation of the formula. 
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