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phase correction. We applied this scheme to synthetic data
and Hussar dataset obtaining encouraging results. This
methodology seems to be robust enough to be applied to
real data; however, there is still much to do in order to find
the optimum wavelet.
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The velocity perturbation can be expressed now as:
§ve = AImp(Ro — Ryt (A, b)) (7)

We finally go back to depth to update the velocity model for
iteration k. We also use 4 and ¢ to update the wavelet.
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