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DFT GPU operators for 5D interpolation

Abstract

» Standard 5D interpolation suffers from both long offset accuracy
and speed problems.

» Using DFT for exact location instead of binning fixes issues at wide
azmuth/long offsets.

» Use of GPU processing to reduce runtime of DFT algorithm for
large datasets.

DFT Kernel for parallelization

Algorithm 2 gpu shared MVM pseudo code based on Nvidia guide (Cook, 2022)
1: _ global__
2: function MVM
3: block Row = block Idx.y;

4: blockCol = blocklIdx.x:;

5: C'sub = GetSubMatrix(C, block Row, blockC'ol):

6: row = threadldzx.y:

yi: col = threadldz.x;

8: for m < (A.width/ BLOCK_SIZFE); do

9: Asub = GetSubMatrix(A, block Row, m):

10: Bsub = GetSubMatrix (B, m, blockCol);

11: __shared__As|BLOCK_SIZE||[BLOCK_SIZE];
1% __shared__Bs|BLOCK_SIZFE||BLOCK_SIZE];
13: Aslrowl|col] = Get Element(Asub, row, col);

14: Bs[rowl[col] = Get Element(Bsub, row, col);

l.5: sync

16: fore < BLOCK_SIZFE do
I7: Cvalue+ = As|row]|e| x Bsle||col];

18: end for

19: end for

20: Set Element(Csub, row, col, Cvalue):
21: end function

As we are applying a direct assessment of the Fourier transform, the
main operation for the transform being applied is a simple matrix-vector
multiplication (mvm). The matrix represents the mapping from the
spatial plane to the wave-number domain and the vector represents
each frequency slice of the data after FF T is applied in time to the
dataset. For the multiplication algorithm, we compute the single
precision matrix-vector multiplication. We make a comparison of
general CPU and GPU approaches to mvm as well as standard library
packages that are commonly used.
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Runtime comparison

Something interesting to note is that at very small matrix sizes the CPU
implementations lead the runtimes, while the GPU code is seen to be
slower. This speed difference at small matrices can be attributed to the
lack of a full population of threads on the GPU.
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Figure 1: Compairson of GPU and CPU runtimes for matrix-vector multiplication, CPU
is an intel 8 core 8 thread 9000 series CPU, GPU is an Nvidia Geforce RTX 3060.

In general, in these cases of small calculations, the sheer speed
difference in processor threads pushes the advantage toward CPU
threads. As the GPU threads populate with data, it can be seen that the
GPU kernels start to take the lead while the CPU begins to lag
significantly as the graph diverges.
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Figure 2: Compairson of GPU and CPU runtimes for matrix-vector multiplication, CPU
is an intel 8 core 8 thread 9000 series CPU, GPU is an Nvidia Geforce RTX 3060.

Interpolation

he general 2D interpolation has been implemented, the reconstruction
can be seen in figure 4 and the decimation in figure 3. The decimated
shot gather has two traces between every live trace removed for the
interpolation. We noticed when comparing CPU and GPU results is that
although the results are the same there is are float-rounding difference
between GPU and CPU results causing random noise.

Lateral (m)

<000 3000 5000

4000

6000 7000 8000

")
7
u
iz
F
shots
Figure 3: Decimated shot.
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Figure 4: Shot reconstruction using DFT interpolation.
Conclusions

» GPU implementations are far faster than CPU implementation at
large matrices for this use case.

» Results from GPU kernel and CPU kernel for Fourier interpolation
are the same barring float rounding differences.
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