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ABSTRACT

To account for anisotropy caused by the presence of a set of aligned vertical fractures in a finely horizontally layered background medium, we present an inversion procedure to simultaneously estimate microseismic event locations and the parameters of an orthorhombic (ORT) anisotropic medium property model. The procedure employs Bayesian inference via Markov-chain Monte Carlo (MCMC) sampling with parallel tempering, and principal component diminishing adaptation, to ensure efficient sampling of the parameter space. This approach provides a nonlinear uncertainty quantification, by approximating the posterior probability density with an ensemble of model-parameter sets for effective anisotropic parameters, microseismic event locations and horizontal locations of perforation shots. The noise standard deviation is also treated as an extra unknown in the inversion. To investigate the effects of model simplification, e.g., neglect of horizontal-layering induced vertical transverse isotropy (VTI), we also consider a simpler, horizontal transverse isotropic (HTI), parametrization. The inversion is carried out for simulated data and data from a seismic physical laboratory model. Results suggest that, for field microseismic data processing, neglect of VTI signal caused by horizontal layering in fractured reservoirs may lead to systematic errors in microseismic event locations. Synthetic experiments further demonstrate that the acquisition geometry significantly impacts the resolution of event origin times, event depths, and effective velocity parameters. In addition, resolving these parameters requires an aperture size which may not be practical for field monitoring. Finally, we demonstrate that precise perforation-shot timing information and the incorporation of a vertical downhole array into the small-aperture surface array both reduce the requirement for large array apertures.

INTRODUCTION

As a well-stimulation technique, hydraulic fracturing has been widely applied in unconventional reservoirs to enhance reservoir permeability and production. The induced seismic response to fluid injection in hydrocarbon and geothermal reservoirs can be recorded by microseismic monitoring arrays, and the located microseismic events aid in mapping hydraulic fractures, characterizing fracture-rupture processes and providing insights into geomechanical processes (Shapiro et al., 2006; Baig and Urbancic, 2010; Eyre and van der Baan, 2017; Zhang et al., 2019).

The accuracy of estimated microseismic event locations relies on the state of knowledge about the surrounding velocity structure. A 3D velocity model can account for detailed spatial variations of velocity, but building such model often requires 3D seismic data and/or tomography techniques (Kissling, 1988; Cameron et al., 2007). In many cases, in the absence of sufficient 3D data, layered velocity models are assumed when locating microseismic events (e.g., Warpinski et al., 2005; Akram and Eaton, 2017). Perforation or string
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shots are often used to calibrate the initial velocity model obtained from smoothed well-log measurements by either perturbing the velocity values in specific layers or introducing anisotropic parameters (Maxwell et al., 2010). Many approaches to optimize the 1D velocity model have been suggested in previous studies. For example, Occam’s inversion (Pei et al., 2008) and fast simulated annealing inversion (Pei et al., 2009) have been adopted to optimize flat-layered velocity models by minimizing arrival-time misfit. Zhang et al. (2016) applied differential evolution to calibrate 1D velocity models using station-pair differential arrival times. The neighborhood algorithm (Sambridge, 1999a,b) was applied to calibrate the velocity model before microseismic events were located with a master-station method (Tan et al., 2018), in which a hybrid objective function that combines misfits for both arrival times and arrival-time difference between P- and S-waves was used. A number of studies have also documented simultaneous inversions for velocity structures and hypocentre locations (e.g., Pavlis and Booker, 1980; Thurber, 1992; Block et al., 1994; Jansky et al., 2010; Blais and Grechka, 2013). However, the practicality of such approaches may be limited because of insufficient constraints on the velocity model, poor aperture coverage of networks, and low signal-to-noise ratios (Eaton and Forouhideh, 2011; Tan et al., 2018).

The actual earth is complex, and a significant degree of transverse velocity anisotropy is common in most sedimentary formations due to layering, mineralogy and natural fracturing (Warpinski et al., 2009). Failure to account for such anisotropy may lead to significant event-location errors (Erwemi et al., 2010; Maxwell et al., 2010; Woerpel, 2010). In some shale reservoirs, strong VTI is common, and Thomsen anisotropic parameters for these media can be estimated through inversion (e.g., King and Talebi, 2007; Li et al., 2013; Zhang and Li, 2013; Jarillo Michel and Tsvankin, 2017). For example, Zhang and Li (2013) developed a linearized iterative approach to estimate Thomsen parameters based on P-wave arrival times of microseismic data recorded on a buried array. However, the inverted anisotropic parameters were found to be sensitive to initial event-depth estimates, an issue a fully nonlinear approach can address. A simultaneous inversion of event location and anisotropic tomography was developed using differential arrival times and differential backazimuths for 1D layered VTI media (Li et al., 2013). The accuracy of this method depends strongly on the ray-angle coverage. Jarillo Michel and Tsvankin (2017) extended an elastic waveform-inversion algorithm to velocity-model building from microseismic data for 2D gridded VTI media, but this algorithm has relatively small error tolerance (on the order of 5%) in the initial values of some model parameters (P-wave horizontal velocity $V_{\text{hor}}$, S-wave vertical velocity $V_{S0}$, and anisotropy coefficient $\eta$). Horizontal transverse isotropy is typically caused by aligned vertical fractures. It is common in Earth’s crust due to tectonic stress and/or hydraulic fracturing (Grechka, 2005; Chichinina et al., 2013). The presence of HTI can have a considerable influence on microseismic event location (Van Dok et al., 2011; Chen et al., 2013). Nevertheless, only few studies have conducted inversion for anisotropic parameters and microseismic event locations in HTI media. For example, Yaskevich and Duchkov (2012, 2013) showed that HTI parameters can be constrained in the simultaneous inversion of event location and anisotropic velocity model with downhole microseismic data. Since the geometry of perforation shots influences the accuracy of anisotropic parameter estimation, the inclusion of wide-angle perforation shots can improve the robustness of the inversion.

Fractured reservoirs typically present a combination of layering-caused VTI and fracture-
caused HTI. This combination of effects can be characterized by ORT anisotropy (Zhang and Li, 2013; Chen et al., 2019). For ORT media, Yuan and Li (2017) estimated anisotropic parameters simultaneously with microseismic event locations using S-wave splitting measurements from downhole microseismic data. With a synthetic downhole microseismic dataset, Shimoda et al. (2016) tested the effectiveness of the iterative gradient-based Levenberg-Marquardt algorithm to calculate anisotropic parameters for the tilted ORT model.

Most inversion algorithms mentioned thus far employ various deterministic linear or linearized inversion approaches (Husen and Hardebeck, 2010). To rigorously quantify the uncertainties of model parameters requires careful treatment of data errors and a variety of Bayesian approaches have been proposed for velocity calibration and/or hypocentre estimation. Most of these approaches involve simple velocity models: constant velocity (e.g., Purba et al., 2020), 1D layered isotropic velocity (e.g., Hirata and Matsu’ura, 1987; Polliannikov et al., 2013, 2014; Gesret et al., 2015; Zhang et al., 2018; Ryberg and Haberland, 2019), and 1D layered models with linear velocity gradients in each layer (e.g., Zhang et al., 2017). However, Bayesian inversion can also be applied in 3D local earthquake tomography (velocity structure and hypocentre locations are unknowns) at considerable computational cost (Piana Agostinetti et al., 2015).

In this study, we account for ORT anisotropy caused by the presence of aligned vertical fractures in finely horizontally layered background media in a nonlinear Bayesian inversion for simultaneous source-location determination and velocity estimation. We examine the effects of model choice by considering both ORT and HTI velocity models. The HTI model ignores the anisotropic effects of horizontal-layering induced VTI but also requires fewer model parameters. The inversion employs McMC sampling with parallel tempering and diminishing adaption of a principal axes proposal density (Dosso et al., 2014) to ensure efficient sampling. In particular, the adaptation is specific to the temperature of the chain. We apply our approach to both computer simulated data and laboratory observations. The computer simulations are carried out to examine the effects of model choice and acquisition geometries on parameter estimation and uncertainties. The laboratory observations are acquired with a physical modelling experiment which includes an analog anisotropic layer built by a phenolic CE material. The laboratory experiment also includes analogs for perforation shots and microseismic events. Comparisons are made between the results obtained with the two anisotropic-medium approximations (i.e., HTI and ORT) for the phenolic layer.

**THEORY AND ALGORITHM**

**Quasi-P-wave (qP-wave) group velocity in HTI and ORT media**

The simplest effective wave-propagation model of a formation with a set of aligned vertical fractures is HTI, in which the symmetry axis is perpendicular to the fracture orientation (Bakulin et al., 2000). For HTI media, Byun et al. (1989) approximated the qP-wave group velocity as a function of ray angle with a truncated Fourier cosine transform, which is given by
\[ V_{P}^{-2}(\phi) = a_0 + a_1 \cos^2 \phi - a_2 \cos^4 \phi, \]  

(1)

where \( \phi \) is the ray angle with respect to the symmetry axis. The Fourier coefficients \( a_0, a_1 \) and \( a_2 \) can be represented by three observable parameters

\[ a_0 = V_{90}^{-2}, \]  

(2)

\[ a_1 = 4V_{45}^{-2} - 3V_{90}^{-2} - V_0^{-2}, \]  

(3)

and

\[ a_2 = 4V_{45}^{-2} - 2V_{90}^{-2} - 2V_0^{-2}, \]  

(4)

where \( V_0, V_{45} \) and \( V_{90} \) are qP-wave group velocities at group angles of 0°, 45°, and 90°, respectively. Once the three Fourier coefficients are calculated (equations (2–4)), evaluating group velocity is straightforward for any ray path within the HTI medium (Kumar et al., 2004).

Stress-induced, vertically aligned fractures often exist within horizontally layered sedimentary formations, where the horizontal layering may lead to layering-caused anisotropy known as VTI (Hornby et al., 1994; Chen et al., 2019). However, vertically aligned fractures also cause HTI effects. The combination of these types of anisotropy in the background medium can be modelled by ORT anisotropy (Zhang and Li, 2013; Chen et al., 2019). In ORT media, the density-normalized stiffness matrix \( A \) has nine independent stiffness coefficients

\[
A = \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33} \\
& & \\
A_{44} & A_{55} & \\
& & \\
& & A_{66}
\end{bmatrix},
\]

(5)

where the main-diagonal stiffness coefficients are related to the quasi-body wave velocities along three axes in cartesian coordinates. For \( i = 1, 2, 3 \), the \( A_{ii} \) are related to the qP-wave velocities \( V_{11}, V_{22}, \) and \( V_{33} \) along the \( x_1, x_2, \) and \( x_3 \) axes, respectively. These velocities are given by \( A_{ii} = \bar{V}_{ii}^2 \). For \( i = 4, 5, 6 \), the \( A_{ij} \) are related to qS-wave velocities, given by \( A_{44} = V_{23}^2 = V_{32}^2, A_{55} = V_{13}^2 = V_{31}^2 \) and \( A_{66} = V_{12}^2 = V_{21}^2 \), where \( V_{ij} (i \neq j) \) denotes a qS-wave propagating along \( x_j \) axis and polarized along the \( x_i \) axis. The off-diagonal elements are not directly related to the phase or group velocities of quasi-body waves.
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Using the density-normalized stiffness coefficients for ORT media, the qP-wave group velocity can be approximated by linearization (Song and Every, 2000; Daley and Krebes, 2016) as

\[
\frac{1}{V_p^2(N)} = \frac{N_1^2}{A_{11}} + \frac{N_2^2}{A_{22}} + \frac{N_3^2}{A_{33}} - \frac{E_{12}N_1^2N_2^2}{A_{11}A_{22}} - \frac{E_{13}N_1^2N_3^2}{A_{11}A_{33}} - \frac{E_{23}N_2^2N_3^2}{A_{22}A_{33}},
\]

(6)

where \( N = (N_1, N_2, N_3) \) is the unit vector in the ray direction that can be represented in polar coordinates as \( N = (\sin\Theta \cos\Phi, \sin\Theta \sin\Phi, \cos\Phi) \). Here, \( \Theta \) and \( \Phi \) are the polar and azimuthal angles measured from positive \( x_3 \) and \( x_1 \) axes, respectively. The \( E_{ij}(ij = 12, 13, 23) \) are anellipsoidal terms specifying deviations of the slowness or ray surface from the ellipsoidal in the \( ij \) symmetry plane (Daley and Krebes, 2016). The three anellipsoidal terms are defined as

\[
E_{12} = 2(A_{12} + 2A_{66}) - (A_{11} + A_{22}),
\]

(7)

\[
E_{13} = 2(A_{13} + 2A_{55}) - (A_{11} + A_{33}),
\]

(8)

and

\[
E_{23} = 2(A_{23} + 2A_{44}) - (A_{22} + A_{33}).
\]

(9)

The inversion algorithm used in this study is based on P-wave first arrivals only. Therefore, it is not possible to resolve all nine stiffness coefficients, in particular those related to qS-wave velocities \( (A_{44}, A_{55}, A_{66}) \). Therefore, we define three parameters \( B_1 = 2(A_{12} + 2A_{66}), B_2 = 2(A_{13} + 2A_{55}), \) and \( B_3 = 2(A_{23} + 2A_{44}) \) to reduce parametrization complexity. Despite the fact that the stiffness matrix cannot be fully resolved by P-wave data, the qP-wave group velocity along any ray direction can be obtained from equation (6) by employing our modified model with six independent parameters \( (V_{11}, V_{22}, V_{33}, B_1, B_2, B_3) \), which is sufficient for this study.

Simultaneous Bayesian inversion for effective velocity parameters and microseismic event locations in anisotropic media

In conventional microseismic data processing, an initial velocity model is typically obtained from nearby well-log data. In addition, perforation shots are often available and assumed to have known locations. The perforation shots are then used to calibrate the velocity model. With the calibrated velocity model, microseismic events are located based on either arrival-time or waveform data. In this work, we apply probabilistic nonlinear inversion for concurrent estimation of anisotropic properties and microseismic event locations in HTI and ORT media. The Bayesian inference is carried out by McMC sampling
with parallel tempering (Geyer, 1991; Dettmer and Dosso, 2012; Sambridge, 2014) and diminishing adaption of a principal axes proposal density (Dosso et al., 2014).

According to Bayes’ theorem, the posterior probability density (PPD) \( P(m|d) \) is expressed as

\[
P(m|d) \propto P(d|m)P(m),
\]

where \( m \) and \( d \) are model and data vectors, respectively. For measured data \( d^{\text{obs}} \), \( P(d^{\text{obs}}|m) \) is interpreted as the likelihood function \( L(m) \). The prior probability is given by \( P(m) \).

Under the assumption of Gaussian-distributed errors, the likelihood function is

\[
L(m, C_d) = \frac{1}{(2\pi)^{N/2} |C_d|^{1/2}} \exp\left[-\frac{1}{2} (d - g(m))^T C_d^{1/2} (d - g(m)) \right],
\]

where \( N \) is the number of observed data, \( g \) is the forward model in either HTI or ORT media, and \( C_d \) represents the data covariance matrix which is often unknown. If noise is assumed stationary and the off-diagonal terms of the covariance matrix are assumed negligible, equation (11) becomes

\[
L(x) = \frac{1}{(2\pi)^{N/2} \sigma_d^N} \exp\left[-(d - g(m))^T (d - g(m))/(2\sigma_d^2) \right],
\]

where the unknown standard deviation \( \sigma_d \) can be estimated by McMC sampling and is here included in the new model vector \( x = [m, \sigma_d] \) in the inversion.

Parallel tempering (Earl and Deem, 2005; Dettmer and Dosso, 2012) employs a series of parallel and interacting Markov-chains with likelihood functions tempered by a parameter \( 0 < \beta \leq 1 \). According to the Metropolis-Hastings criterion, the acceptance probability for the perturbed model \( x' \) is

\[
\alpha(x'|x) = \min\{1, \frac{Q(x|x')}{Q(x'|x)} \frac{P(x')}{P(x)} \left[ \frac{L(x')}{L(x)} \right]^{\beta} \} ,
\]

where \( Q \) is the proposal density. We assume a symmetric \( Q \) (\( Q(x|x') = Q(x|x') \)) and uniform bounded priors. Therefore, equation (13) simplifies as

\[
\alpha(x'|x) = \min\{1, \left[ \frac{L(x')}{L(x)} \right]^{\beta} \} ,
\]

where the tempering parameter \( \beta \) in equation (14) denotes the inverse temperature of this chain. Chains with small \( \beta \) values have increased probability to accept models with
low likelihood, thus can sample over broad regions in the parameter space. On the contrary, the sampling at a high β value is prone to be trapped in local modes (Dosso et al., 2014). The acceptance for chain swaps is based on the Metropolis-Hastings criterion, where the acceptance probability for the exchange of model vector $x_i$ with tempering parameter $β_i$ and model vector $x_j$ with $β_j$ is

$$
α[(x_j, β_j), (x_i, β_i)] = \min\{1, \frac{P(x_j)[L(x_j)]^{β_j} P(x_i)[L(x_i)]^{β_i}}{P(x_i)[L(x_i)]^{β_i} P(x_j)[L(x_j)]^{β_j}}\}
$$

$$
= \min\{1, \frac{L(x_i)}{L(x_j)}^{(β_j - β_i)}\}.
$$

(15)

To overcome the inefficiency due to correlated parameters, we follow Dosso et al. (2014) to adapt the proposal distribution during sampling. The proposal distribution is considered as a univariate Gaussian distribution along principal axes (PAs) of the parameter space. The direction and effective perturbation length scale are obtained through a linearized estimate based on a Laplace approximation around a starting model. This estimate is subsequently updated by the McMC samples and the adaptation is diminished over time. By rotating parameter vectors into PA space, correlated parameters are efficiently sampled in terms of step direction and step sizes are given by the singular values. Importantly, the proposal for each Markov chain is adapted individually. Therefore, proposals for small β values generally adapt to larger step sizes resulting in appropriate scaling for all chains.

As described previously, three velocity parameters ($V_{01}, V_{45}, V_{90}$) describe HTI media based on the approximation by Byun et al. (1989), and six independent parameters ($V_{11}, V_{22}, V_{33}, B_1, B_2, B_3$) constrain ORT media. However, the orientations of symmetry axes and principal axes are also unknown. Therefore, we include an additional unknown in the inversion. For HTI media, this unknown is the deviation angle ($θ$) of the symmetry axis. For ORT media, this unknown is the angle between the $x_1$ axis and the $x$ axis in the coordinate system used for data acquisition.

In field data, locations of perforation shots are generally not known accurately due to measurement errors and engineering challenges. Therefore, we treat these locations as unknown but apply prior distributions that reflect reasonable location uncertainty. Instead of assigning broad uniform priors such as those for microseismic events, we assign narrow distributions around the recorded perforation-shot locations as priors. Furthermore, the inversion also considers the standard deviation ($σ_d$) of the noise as unknown. Origin times ($t_0$) for perforation shots and microseismic events are generally poorly known or unknown and are included as unknown model parameters in the inversion. Based on these considerations, the model vector for HTI media is $x = [θ, V_0, V_{45}, V_{90}, t_0^{(1)}, x^{(1)}, y^{(1)}, z^{(1)}, \ldots, t_0^{(K)}, x^{(K)}, y^{(K)}, z^{(K)}, σ_d]$, where $K$ is the total number of events including perforation shots and microseismic events. For the ORT model, $x$ is $[θ, V_{11}, V_{22}, V_{33}, B_1, B_2, B_3, t_0^{(1)}, x^{(1)}, y^{(1)}, z^{(1)}, \ldots, t_0^{(K)}, x^{(K)}, y^{(K)}, z^{(K)}, σ_d]$. 

---

**Bayesian inversion of velocity and event location**
PHYSICAL MODELLING SETUP

To examine the response and effectiveness of the proposed simultaneous inversion algorithm, an experiment is designed to generate simulated microseismic data based on a physical model. This experiment is a miniaturized version with 1:10,000 spatial and temporal scaling of microseismic field monitoring. In the following, we refer to scaled quantities by applying the scaling factor to the actual experiment quantities. The acquisition geometry is an analog of star-shaped surface-receiver array. In the physical model, we use a phenolic CE laminate material as an analog of the anisotropic medium. The anisotropy is addressed by HTI and ORT models for data predictions in the inversion. Due to practical constraints for the placement of transducers near and within solid targets, the phenolic slab is immersed in a water tank, and sources and receivers are placed in water (Figure 1). Specifically, receivers are placed \( \sim 233 \text{ m} \) above the top of the phenolic layer, and sources are placed 110 to 145 \( \text{m} \) below the bottom of the slab. Figure 1 shows the acquisition geometry, in which eight simulated perforation shots (assumed to be within two horizontal wells) are available, and 11 simulated microseismic events have unknown locations to be estimated by the inversion. The surface-receiver array consists of five receiver lines, each line with 20 evenly spaced receivers. The horizontal receiver distance from the well head (assumed to be located at the coordinate origin) ranges from 40 to 760 \( \text{m} \). Depths of perforation shots and microseismic events range between 810 and 845 \( \text{m} \). The Bayesian inversion is based on P-wave first arrivals, and cross-correlation is used for P-wave arrival-time picking. In Figure 2, waveforms for a typical perforation shot recorded by the star-like array are plotted. In the forward modelling, P-wave travel times are calculated based on a ray-shooting algorithm for the three-layer model shown in Figure 1.

![Fig. 1. Map view (a) and side views (b), (c) of the acquisition geometry for the physical modelling experiment. Stars, circles and triangles denote the simulated perforation shots, microseismic events and receivers, respectively.](image)

In the physical model, we use piezoelectric pins with diameters of \( \sim 2.36 \text{ mm} \) to act as both sources and receivers. This scales to a size of \( \sim 23.6 \text{ m} \), which causes a measurement error for the perforation-shot locations of comparable magnitude. Therefore, even with known perforation-shot locations, we assign narrow uniform priors to reflect uncertainty (horizontally \( \pm 50 \text{ m} \) around the recorded acquisition-system location). Previous studies have shown that the inverted vertical locations under a surface array have relatively large
uncertainty especially when only one phase (P-wave) is used in the inversion (Eisner et al., 2009, 2010). Therefore, we treat perforation-shot depths as known in the simultaneous inversion. The depths to the top and bottom of the phenolic layer are assumed to be known, and the velocity of water is also assumed to be known. For anisotropic parameters and microseismic event locations, we assign broad uniform priors: microseismic-event locations are assigned priors from -800 to 800 m in the horizontal, and between 700- and 900-m depth. The HTI parameters have prior bounds of [0°, 180°] for \( \theta \), [2500 m/s, 3500 m/s] for \( V_0 \), [2800 m/s, 4200 m/s] for \( V_{45} \) and [2800 m/s, 4200 m/s] for \( V_{90} \). For the ORT medium, the priors are [0°, 180°] for \( \theta \), [2500 m/s, 3500 m/s] for \( V_{11} \), [3000 m/s, 4000 m/s] for \( V_{22} \), \( V_{33} \), and [5 \times 10^6 m^2/s^2, 5 \times 10^7 m^2/s^2] for \( B_1 \), \( B_2 \), \( B_3 \). These priors for \( V_{11} \), \( V_{22} \), \( V_{33} \), \( B_1 \), \( B_2 \) and \( B_3 \) are chosen based on the density-normalized stiffness matrix for the similar phenolic slab estimated by Mahmoudian (2013). In the physical modelling process, since origin times (or times) of both perforation shots and microseismic events are known, we first consider them as known parameters in the inversion then compare the results obtained by treating them as extra model parameters.

**COMPUTER SIMULATION RESULTS**

To investigate the performance of the algorithm, especially the robustness to different noise levels and the effects of array aperture on the inversion results, we apply the algorithm to simulated data with known true models. We use the same acquisition geometry...
and same locations of simulated perforation shots and microseismic events as in Figure 1. In the simulation study presented here, we first consider the case with known origin times to examine the effects of noise on two sets of inversion results with HTI- and ORT-model approximations for the anisotropic medium. Whereas, for the case with unknown origin times, the inversion may yield unstable results for some model parameters due to insufficient array apertures. The effects from array aperture will be further illustrated in the simulation study. In addition, we also present two simulations to help better constrain model parameters, especially event origin times and depths. These two simulations are carried out with triggered (i.e., with known origin times) perforation shots and with a hybrid monitoring array, respectively.

We assume velocity structure as shown in Figure 1 with an anisotropic material in the middle of two water layers. To mimic the physical modelling case, we assign values of $2925 \text{ m/s}$, $3365 \text{ m/s}$ and $3576 \text{ m/s}$ for $V_{11}$, $V_{22}$ and $V_{33}$, respectively. These values are selected based on Cheadle et al. (1991), in which a similar phenolic CE material that exhibits orthorhombic anisotropy was used. True values of $B_1$, $B_2$ and $B_3$ are set to be $1.95 \times 10^7 \text{ m}^2/\text{s}^2$, $2.05 \times 10^7 \text{ m}^2/\text{s}^2$ and $2.2 \times 10^7 \text{ m}^2/\text{s}^2$, respectively. We assume the $x_1$ axis (horizontal slow P-wave direction, i.e., direction for $V_{11}$) of the anisotropic block to be parallel to the $y$ axis of the acquisition coordinates, i.e., $\theta$ is 90°.

**HTI model versus ORT model**

The P-wave arrival times are modelled assuming the ORT medium and are contaminated by zero-mean, Gaussian-distributed noise. For microseismic data, picking errors are typically a few milliseconds (Eisner et al., 2009; Akram and Eaton, 2016). Nevertheless, we examine a large range of standard deviations to test the robustness of the proposed algorithm. Five sets of noise with standard deviations of 2 ms, 5 ms, 10 ms, 15 ms and 20 ms are added to the modelled arrival times to generate five simulated data sets. We carry out the inversion with both the ORT and HTI forward models. Therefore, this simulation study can also be used to investigate the effects caused by model simplification, i.e., the ignoring VTI effects caused by horizontal layering in a reservoir with a set of vertically aligned fractures. For the case where the HTI forward model is employed, theory errors also exist due to HTI forward model being inconsistent with the ORT assumption used to generate data.

The marginal distributions of model parameters are found to be Gaussian-like. Figures 3 shows the 95% credibility intervals (CIs) for errors in inverted horizontal and vertical event locations of two typical microseismic events (the first two rows) and two typical perforation shots (the last two rows) at the various noise levels. In general, the uncertainty becomes large with increasing noise for both forward models, and the widths of CIs at the same noise level are similar. Despite the increasing uncertainty, robust results are retrieved even for the case with a noise standard deviation of 20 ms. The $x$ locations and depths obtained with the HTI forward model exhibit systematic shifts from the true values, especially for the microseismic events. The use of an HTI model tends to yield biased results with larger $x$ locations and smaller depths than true values. For example, at noise level of 2 ms, mean absolute errors between values at modes of posterior marginals and true values are 6.3 m and -2.1 m for $x$ location and depth with the HTI-model approximation, respectively. As
a comparison, mean absolute errors are -0.3 m and 0.1 m for the case with ORT-model approximation. In the simulation, the P-wave velocities along x, y and z directions are set to be 3365 m/s, 2925 m/s and 3576 m/s (i.e., $V_{22}$, $V_{11}$ and $V_{33}$), respectively. In the HTI-medium assumption, the symmetry axis is along y axis, i.e., the horizontal slow P-wave direction. While velocities along x and z directions are the same under this approximation because both of them are perpendicular to the symmetry axis. As a result, the inversion yields a value of $V_{90}$ (i.e., velocities along x and z directions) between $V_{11}$ and $V_{33}$ (shown in Figure 4 (a)), that is, the resulting velocity along the x axis is larger than the true velocity.
(V_{22}), while the inferred velocity along the z axis is smaller than the true value (V_{33}). Therefore, the systematic shifts observed in Figures 3 can be explained by the model error due to the HTI approximation, and these shifts are proportional to the velocity difference along x and z directions. Therefore, the magnitude of errors will depend on the strength of anisotropy. In the simulation, the case with a standard deviation of 2 ms is closest to typical field data. For this case, comparing results for HTI and ORT forward models show that the ORT model generates solutions at the modes of posterior marginals closer to true values than solutions with the HTI model (shown in Figure 3).

FIG. 4. 95% CIs of estimated anisotropic parameters (except \( \theta \)) of (a) HTI model and (b) ORT model, (c) deviation angles (\( \theta \)) of symmetry axis and \( x_1 \) axis from the \( x \) axis in the coordinate system as well as the noise standard deviation (\( \sigma_d \)).
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Figure 4 shows 95% CIs for the estimated anisotropic parameters of HTI and ORT models, and noise standard deviations. Similar to the inversion results for event locations, the uncertainty regions for both cases are found to be proportional to noise levels. In addition, both cases yield robust and similar results for $\theta$ (shown in Figure 4 (c)). We also notice that the posterior marginals for $V_0$ in Figure 4 (a) are also highly similar to those for $V_{11}$ in Figure 4 (b), that is because both of them represent the velocity along the y axis. In general, at all levels of noise considered in the simulation, both inversions yield robust results for anisotropic parameters. In comparison, the uncertainty regions for $V_{22}$ are larger than those of other velocities (i.e., $V_0$, $V_{45}$, $V_{90}$, $V_{11}$, $V_{33}$). Therefore, uncertainty quantification is important for quantitative interpretation of results. In addition, for each noise level, the HTI-model approximation yields larger mode of posterior marginal for noise standard deviation than ORT model, which is mainly caused by the model error.

To examine residual errors further, we estimate P-wave first arrival times for all perforation shots and microseismic events using the maximum a posteriori (MAP) model parameters and compute residuals for the simulation with noise level of 2 ms. Figure 5 presents residual histograms for both inversions with HTI and ORT models. The ORT model produces significantly smaller residuals with 95% CIs of [-4.0, 4.1] ms. In addition, the ORT residuals appear unbiased and the distribution is of Gaussian shape. In contrast, the 95% CIs for the HTI model are wider with values of [-6.3, 6.2] ms. Importantly, the HTI model produces a residual distribution that is not zero mean and asymmetric, indicating that the model cannot produce fits that are consistent with the assumption of Gaussian-distributed noise.

FIG. 5. Histograms of arrival-time residuals using HTI and ORT models for the simulation with noise level of 2 ms. The best-fitting Gaussian distribution for the result with ORT model is represented by the black line.

We also carry out a simulation by taking the depths of perforation shots as unknown parameters with uniform priors of ±25 m around the true values. Due to the similarity between the two sets of results using HTI and ORT models, we only present the results with ORT model here. Posterior marginals of anisotropic parameters (except $\theta$) and event depths...
Zhang et al. have multi-modal features and exhibit significant errors from true values. Anisotropic parameters become highly correlated (with correlation coefficients > 0.96) after the inclusion of perforation-shot depths in the inversion, and the posterior marginals for depths between different perforation shots exhibit even higher correlation coefficients (close to 1). As a result, the strong correlation between model parameters leads to poor posterior estimates.

In conclusion, the simulation study demonstrates that the inversion algorithm is robust to a broad range of noise levels as long as the observed noise statistics are consistent with the assumed noise statistics in the inversion. In addition, assuming HTI anisotropy in ORT media may cause biases for microseismic event locations.

Effects of array aperture on inversion results

All the above simulations are based on known origin times for both perforation shots and microseismic events, which is not the case for practical microseismic data processing. In the absence of available origin times, the aperture of the monitoring array is one of the key factors that affect the resolution of located microseismic events, and larger apertures result in better resolution (Duncan and Eisner, 2010; Eaton, 2018). In practice, the star arrays often have diameters of twice the target depth. However, Fish (2012) found that, to accurately image a target by surface-microseismic monitoring, the minimal aperture needed is a function of formation velocities, geologic structure, dip, economics, etc.

To examine effects from the array aperture size on inversion results, we carry out a series of simulations with ORT model using various array geometries. The ratio of array radius to maximal event depth ranges from 0.9 to 2.3 with an increment of 0.2. We choose 0.9 as the starting ratio since it represents the physical modelling case in Figure 1. In simulations, we use the same true model parameters presented in above simulations to generate datasets. Zero-mean Gaussian noise is added to the theoretical P-wave first arrival times to simulate picking errors. In the Bayesian inversion, origin times for perforation shots and microseismic events are taken as extra model parameters.

Figure 6 presents marginal distributions for model parameters obtained with three representative aperture sizes (i.e., with array ratios of 0.9, 1.9, 2.3). In the absence of the precise knowledge of origin times prior to inversion, reliable epicentre locations can still be obtained, and a larger aperture size tends to yield narrower marginal distributions for epicentres (shown in Figure 6 (b)). Whereas, for a ratio of 0.9, both retrieved velocity parameters (except the parameter $\theta$) and origin times are poor and exhibit multi-modal features. In this case, microseismic-event depths have the largest uncertainty and exhibit large errors from true values. As the array ratio increases, multi-modality and uncertainty are substantially reduced. When the ratio exceeds 1.9, model parameters are resolved with relatively small errors around the mode of marginal distributions and modes agree with true values. For a ratio of 1.9, depth uncertainty is lower, and mode values are much closer to true values. For a ratio of 2.3, multi-modality further diminishes. Although secondary modes still exist, depth and origin-time resolutions appear sufficient for $r = 2.3$.

In terms of the correlation matrices of posterior marginals for anisotropic parameters (except $\theta$) and perforation-shot origin times, all these modal parameters especially origin
FIG. 6. Marginal distributions of model parameters for three representative array ratios (i.e., 0.9, 1.9, 2.3). (a) Marginals of anisotropic parameters, noise standard deviation. (b) Marginals of absolute errors in origin times and hypocentres for two typical microseismic events (the first two rows) and marginals of origin times and epicentres for two typical perforation shots (the last two rows).

times are strongly correlated. For a ratio of 0.9, correlation coefficients between origin times are close to 1. Thus, the model with a small aperture size tends to overfit the dataset and exhibits multi-modal features. While with the increase of aperture size, the correlation between origin times is gradually reduced, which can help provide more independent information in the inversion and overcome the overfitting problem. Compared with the ORT model, the isotropic velocity model conventionally used in practically microseismic data processing has significantly less parameters. Thus, it is unlikely to produce overfitting results even with a small aperture size.
Zhang et al.

Triggered perforation shots

The above simulation indicates that, in the absence of precise event origin times, resolving event depths and anisotropic parameters of ORT media requires large array apertures (e.g., array ratios $\geq 2.3$ in the simulation case), which may not be practical in the field. Here, we present a simulation to investigate if the triggered perforation shots (i.e., with known origin times) can ease the requirements for aperture size.

FIG. 7. Marginal distributions of model parameters for the case with triggered perforation shots (shown in dark grey colour). (a) Marginals of anisotropic parameters and noise standard deviation. (b) Marginals of absolute errors in origin times and event hypocentres for two typical microseismic events (the first two rows) and marginals of epicentres for two typical perforation shots (the last two rows). For the sake of comparison, the results with unknown origin times for perforation shots are also plotted (in light grey colour).

In this simulation, we use the same model parameters to above simulations and the same acquisition geometry in Figure 1 with an array ratio of 0.9. Origin times are assumed to be known for perforations shots and unknown for microseismic events. As shown in Figure
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In all the model parameters can be well resolved for the case with triggered perforation shots, and posterior marginals exhibit Gaussian-like distributions. For all the events, the MAP estimates of locations and origin times are highly consistent with true values and exhibit only minor deviations from the true values. Similar to the results with unknown origin times (in light grey colour in Figure 7), event depths also exhibit larger uncertainties than epicentres. In addition, compared with above simulations that have unavailable origin times for perforation shots, the correlation coefficients between marginals of anisotropic parameters are significantly decreased. Therefore, the use of triggered perforation shots could ease the requirements for array apertures and help eliminate the multi-modality of marginal distributions at small array apertures, leading to better microseismic catalogs.

Hybrid monitoring array

In addition to star-array aperture and the triggered perforation shots, we also examine the effects of an additional downhole array within the anisotropic layer when the array ratio is 0.9. The vertical array was placed at \( x = -400 \) m and \( y = -200 \) m, consisting of 10 receivers at depths from 420 m to 600 m with 20-m spacing. Due to the inability of surface arrays to precisely resolve perforation-shot depths in simultaneous inversion, the depths of perforation shots are fixed in the previous numerical and physical modelling studies. In the case considered here, in addition to origin times of both perforation shots and microseismic events, perforation-shot depths are also considered as unknown parameters. As shown in Figure 8, depths of both perforation shots and microseismic events are estimated robustly, with the length of 95% CIs typically less than 60 m. In addition, all other model parameters are also well resolved and do not show multiple modes. We conclude that vertical array provides important information when deployed together with surface arrays. In particular, the vertical array improves depth and origin time resolution, adding significant robustness to the data information.

RESULTS FOR PHYSICAL MODELLING DATA

In this section, we first consider results of two Bayesian inversions for laboratory data recorded with the phenolic block using the HTI and ORT models, respectively. Since origin times are known at time zero for the experiment, we first apply simultaneous inversion with known origin times for both perforation shots and microseismic events. Figures 9 presents the posterior marginal distributions for anisotropic parameters and noise standard deviations for the HTI and ORT cases, which appear Gaussian-like. At the stage of setting up the acquisition geometry, the HTI symmetry axis and the ORT \( x_1 \) axis were placed at approximately 90° from the \( x \) axis of the acquisition coordinates. The retrieved HTI and ORT \( \theta \) values are very close to this value, with modes of posterior marginals at \( \sim 88.8° \). In both HTI- and ORT-medium assumptions, three velocities are estimated by the inversion, i.e., \( V_0, V_{45}, V_{90}, \) and \( V_{11}, V_{22}, V_{33} \). Most velocity estimates have narrow uncertainties, less than 60 m/s in terms of 95% CIs. However, uncertainties for \( V_0 \) and \( V_{22} \) are broader. In the ORT model, \( B_1, B_2 \) and \( B_3 \) are also used and posterior marginals are shown in Figure 9 (b). Estimated noise standard deviations for both inversions are shown in Figure 9 (c), with modes of posterior marginals at 3.9 ms and 1.9 ms for the HTI and ORT models, respectively. This result indicates that the ORT model produces significantly better fit to the data.
Similar to the simulation study in Figure 5, we also estimate P-wave first arrival times for all perforation shots and microseismic events using the MAP model parameters and compute residuals for both inversions. Figure 10 (a) shows residual histograms for both inversions, exhibiting highly similar features to the simulation results in Figure 5. The 95% CIs of the arrival-time residuals for HTI and ORT models are [-5.7, 4.3] ms and [-2.7, 2.6] ms, respectively. The results with ORT model appear unbiased and the residual histogram is Gaussian-like. In contrast, the distribution with HTI model is non-zero mean and asymmetric. Based on the standard deviation results and the residual analysis, we conclude that the ORT model causes significantly less theory error and is the preferable model to study the phenolic CE material. Figure 10 (b) shows waveforms at one receiver line for a typical event with picked and modelled P-wave first arrivals. Compared with picked arrival times, the modelled HTI arrival times are larger at small offsets and smaller at large offsets, which implies an averaging effect. The modelled arrival times for the ORT medium exhibit much better match with the picked arrival times at all stations.
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FIG. 9. Marginal distributions for estimated anisotropic parameters (except $\theta$) of (a) HTI model and (b) ORT model, (c) deviation angles ($\theta$) of symmetry axis and $x_1$ axis from the $x$ axis in the coordinate system as well as the noise standard deviation ($\sigma_d$).

The poor performance of the HTI model can be further understood. The inverted HTI symmetry axis and ORT $x_1$ axis deviate from the $x$ axis by $88.8^\circ$ (Figure 9 (c)), i.e., are approximately aligned with the $y$ axis of data acquisition. Under the Byun approximation (Byun et al., 1989), velocities along the $y$ and $z$ axes are the same due to the same angle with respect to the symmetry axis. However, for the ORT model, velocities along the three axes can be assigned different values, and the inclusion of the $B_i$ parameters further aids data fit. The velocities along the three axes for a phenolic CE material differ with a $\sim 200$-m/s difference of velocities along the $y$ and $z$ axes (Cheadle et al., 1991), and is consistent with a weak ORT medium. The HTI assumption ignores the $\sim 200$-m/s difference, leading to significant arrival-time misfits. For stronger anisotropy, the data residuals for the HTI model are expected to degrade further. This physical modelling example implies that ignoring horizontal layering in the presence of vertically aligned fractures can result in significant event-location errors.

Results are also considered in terms of estimated event locations for both inversions and those recorded during the experiment. Figure 11 presents epicentre marginals for eight per-
foration shots and 11 microseismic events. The ORT medium yields significantly smaller epicentre uncertainties compared to those obtained under the HTI approximation. For example, the 95% CIs average 14.4 m for HTI and 6.5 m for ORT models along the $x$ direction, and 10.2 m and 4.8 m along the $y$ direction. Figure 11 also shows event positions recorded during the experiment. A systematic shift exists between inversion estimates and recorded positions for both inversions especially along $y$ direction. Figure 11 (c) shows an enlargement of an epicentre estimate for a single event that illustrates the shift clearly. The shifts are on average 12.6 m and 11.9 m in $y$ direction for HTI and ORT models, respectively. The systematic shifts are easier to be observed in the marginal distributions of residuals in hypocentres in Figure 12. These shifts are mainly caused by measurement errors due to the sizes of the piezoelectric pins. In addition, when the piezoelectric pins move to a new position, there will be a minor vibration at the pins. But the acquisition system starts the signal firing and recording for a new microseismic event before the pins are fully stabilized. Thus, the minor vibration associated with the two pins is also a source of error.

Epicentre estimates with the HTI and ORT models differ most significantly in the $x$-direction for the four events on the far right. For these events, the $x$ locations from the HTI model are shifted to the right of the recorded locations (8.2-m difference on average). The ORT-model results are closer to the recorded locations and located slightly on the left of the recorded values (2.1-m difference on average). This location discrepancy is consistent with our simulation study and likely due to the HTI model’s deficiency to appropriately characterize the phenolic CE material.

In terms of marginal distributions of residuals in event depths shown in Figure 12, the HTI model yields significantly larger depth uncertainty than the ORT model. The HTI model also produces shallower source depths, which is also consistent with the simulation study. The ORT model estimates depths to be slightly deeper than the recorded values. This systematic deviation is likely caused by the measurement error due to the piezoelectric-pin size.
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FIG. 11. Epicentre marginal distributions for (a) HTI-model inversion and (b) ORT-model inversion. (c) An enlargement of the red box in (b) with 1D marginals along the $x$ and $y$ axes. All other symbols are as in Figure 1.

The analysis thus far is based on known origin times for perforation shots and microseismic events, which is not the case for field data. Here, we consider inversions with unknown origin times for the ORT model. Figure 13 (b) (the first column and in blue colour) show marginal distributions of origin-time residuals from true values recorded during data acquisition. The distributions are strongly asymmetric and multi-modal for the eight perforation shots. Although origin-time marginals for microseismic events exhibit single modes, the distributions are asymmetric and have large uncertainties. For all events, MAP estimates for origin times exhibit significant discrepancies with true values, and are positive, up to 20 ms. Strong correlations between marginal distributions of anisotropic parameters and perforation-shot origin times are also observed. Figure 13 (a) presents the estimates of anisotropic parameters and standard deviation (in blue colour). Compared to the results with known origin times (in green colour), we observe that the deviation angle $\theta$ differs only slightly between inversions with known and unknown origin times. All other model parameters now display strongly non-Gaussian and multi-modal features, and very large uncertainties. However, data are well fit (noise standard deviation MAP value of 1.55 ms), suggesting insufficient data constraints due to an unfavorable acquisition geometry.

In addition to event origin times, Figure 13 (b) also display marginals for event locations. Although both inverted origin times and velocity parameters have prominent deviations, marginals of horizontal locations for the two sets of results (in green and blue colours) only exhibit slight difference for some individual perforation shots, and no noticeable differences are observed for horizontal locations of microseismic events, which indicates the robustness of the inversion for horizontal locations under the star-shaped surface array. In contrast, depth uncertainties are significantly increased with average 95% CIs of 34.2 m, compared to 1.6 m when assuming known origin times. In addition, mode values deviate from recorded values by $\sim$9 m on average.

Based on the above physical modelling results, we show that reliable epicentre locations can be obtained, even in the absence of known origin times. However, velocity parameters exhibit significant errors for the case with unknown origin times and a small array aperture, resulting in large depth uncertainty. According to our previous simulation results, a large
FIG. 12. Marginals of absolute errors in hypocentres for two typical microseismic events (the first two rows) and epicentres for two typical perforation shots (the last two rows).
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FIG. 13. Marginal distributions of model parameters with known (in green colour) and unknown (in blue colour) origin times for all events as well as triggered perforation shots (in red colour). (a) Marginals of anisotropic parameters, noise standard deviation. (b) Marginals of absolute errors in origin times and event locations for two typical microseismic events (the first two rows) and two typical perforation shots (the last two rows). For the sake of comparison and display, marginal distributions for event depths obtained with known origin times are scaled to proper ranges.

Aperture size may help resolve these model parameters. However, due to practical constraints (the size of the phenolic block), we cannot acquire more physical modelling data with larger array apertures. Similar to the simulation study, we also carry out the inversion for the laboratory data with triggered perforation shots, and the marginals of model parameters are also shown in Figure 13 (in red colour). The results demonstrate that, in addition to horizontal locations, both microseismic-event origin times, depths and anisotropic parameters can be well resolved. In comparison, the event depths exhibit larger uncertainties than horizontal locations. These results are all in good agreements with our simulation results.
DISCUSSION AND CONCLUSIONS

Model selection

With both synthetic and laboratory datasets, we have carried out a series of Bayesian
inversions with HTI or ORT models under different assumptions. To quantitatively evaluate
results retrieved with these models, the deviance information criterion (DIC) (Spiegelhalter
et al., 2002) is used here. A lower DIC indicates a greater support from the data for the
corresponding model. For the model \( m_j \), the DIC is defined as

\[
\text{DIC} = D(\hat{m}_j) + 2P_D, \tag{16}
\]

where the MAP model is selected to be the characteristic model \( \hat{m}_j \) in this study, and
the posterior deviance \( D \) is defined as

\[
D(m_j) = -2\log L(m_j). \tag{17}
\]

The effective number of parameters \( P_D \) in equation (16) is evaluated as \( P_D = \bar{D}(m_j) - D(\hat{m}_j) \), where \( \bar{D}(m_j) \) is the mean posterior deviance.

Previous sections mainly present inversion results for the ORT model. For the sake of
comparison, inversions are also conducted with the HTI model. We calculate DIC values
for both results using synthetic and laboratory data with the acquisition geometry shown
in Figure 1. In the inversion, three different assumptions are considered, i.e., known ori-
gin times for both perforation shots and microseismic events, unknown origin times for
both perforation shots and microseismic events as well as triggered perforation shots. Ta-
ble 1 shows the DIC values for all the models considered. We observe that, under the
same assumption about origin times, the ORT model always has lower DIC values than the
HTI model. Therefore, the ORT model is always the preferred choice to characterize the
anisotropic medium.

Within the group of ORT-based inversions, the DIC provides less clear model selection.
Although poor inversion results were obtained for the ORT case with unknown origin times
and a small-aperture array, the DIC values are lowest for this case based on the physical
modelling data. For the simulated data, the three ORT-based inversions produce nearly
identical DIC values. It is likely that theory errors exist in the laboratory data which cause
the apparent preference for the model with unknown origin times.

Concluding remarks

We have presented a probabilistic approach to simultaneously estimate microseismic
event locations and elastic properties in anisotropic media caused by the presence of ver-
tically aligned fractures in finely horizontally layered media. The inversion rigorously
quantifies parameter uncertainties by treating locations for microseismic events, horizon-
tal locations of perforation shots, effective anisotropic parameters, and the noise standard
Bayesian inversion of velocity and event location

Table 1. DIC values of different models for simulated and laboratory datasets.

<table>
<thead>
<tr>
<th>Anisotropic Model</th>
<th>Synthetic Data</th>
<th>Laboratory Data</th>
<th>With Known ( t_0 )</th>
<th>With Unknown ( t_0 )</th>
<th>Triggered Perf Shots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HTI</td>
<td>ORT</td>
<td>HTI</td>
<td>ORT</td>
<td>HTI</td>
</tr>
<tr>
<td>DIC</td>
<td>-9.507E+3</td>
<td>-1.144E+4</td>
<td>-1.087E+4</td>
<td>-1.142E+4</td>
<td>-9.694E+3</td>
</tr>
<tr>
<td></td>
<td>-9.535E+3</td>
<td>-1.092E4</td>
<td>-1.087E+4</td>
<td>-1.129E+4</td>
<td>-9.694E+3</td>
</tr>
<tr>
<td></td>
<td>-1.143E+4</td>
<td>-1.143E+4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

deviation as unknown. Two forward models are considered. The ORT model presents the preferred anisotropy parametrization since it accounts for fractures- and layering-caused anisotropy. It applies a linear approximation for group velocities. A simpler HTI model applies the Byun approximation and illustrates the effects of model simplification (i.e., it ignores horizontal-layering induced VTI). The simultaneous inversion approach has been applied to both simulated and physical modelling datasets. In the physical modeling experiment, a phenolic CE layer is approximately considered as an anisotropic medium, and an analog of star-like surface array is used to recorded waveforms of simulated microseismic events and perforation shots. Both inversions with simulated and physical modelling data imply that, in the real data processing, the ignorance of VTI caused by horizontal layering in a fractured reservoir may lead to systematic event-location errors. With known origin times, inversion results indicate that the use of ORT-medium approximation could yield event locations with less uncertainty and could lead to much smaller P-wave arrival-time misfit than that obtained with the HTI-medium approximation. Furthermore, the inversion can also account for measurement errors within the recorded perforation-shot locations by assigning them priors with narrow ranges, and the proposed algorithm can place them into more reliable locations. In addition, the Bayesian inversion has also been applied to a case closer to conventional microseismic data processing, in which no precise origin times are available prior to inversion. By considering origin times as extra unknowns with ORT-medium assumption for the phenolic block, reliable horizontal locations could still be yielded, while posterior distributions for both velocity parameters and origin times exhibit asymmetric, multi-modal features and relatively large deviations from the recorded values. Compared with the case with known origin times, posterior distributions of event depths also exhibit larger uncertainty and the MAP estimates deviate more from the recorded ones. Meanwhile, the inverted model parameters in this case were found to overfit the observed data resulting in a smaller arrival-time misfit. These simulations reveal that the aperture size of the star-shaped array plays a key role for yielding robust results. Resolving event depths as well as anisotropic parameters of ORT medium requires certain array aperture. With the increase of aperture size, posterior distributions of model parameters are likely to exhibit less asymmetric and multi-modal features. Using the similar model-parameter setup as in the physical modelling experiment, reliable model parameters could be retrieved when the ratio of array radius to maximal event depth exceeds 2.3, while such a large array ratio may be impractical for in-the-filed monitoring system design. Moreover, we have also carried out inversions with known perforation-shot origin times (i.e., triggered perforation shots). For simulated and laboratory datasets, consistent results have been obtained that both event depths and anisotropic parameters are well resolved for the case of triggered perforation shots. Therefore, the information about precise perforation shot timing eases requirements for the aperture size of the star-shaped array. Besides, a simulation study also demonstrates
that the inclusion of a downhole array to the star-like surface array also help resolve for stable inversion results, and the perforation-shot depths can also be robustly estimated with the hybrid array. Synthetic examples presented in this work can help provide insights into in-the-field monitoring system design.
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