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ABSTRACT

Carbon capture and storage is a viable greenhouse gas mitigation technology. Monitor-
ing of the CO2 storage process should, in addition to locating the plume, provide quantita-
tive information on CO2 saturation. We propose a full waveform inversion (FWI) algorithm
for the prediction of the spatial distribution of CO2 saturation from time-lapse seismic data.
The methodology is based on the application of a rock-physics parameterized FWI scheme
that allows for direct updating of reservoir properties. We derive porosity and lithology
parameters from baseline data and use them as input to predict CO2 saturation from mon-
itor data. The method is tested on synthetic time-lapse data generated for the Johansen
formation model. The results with realistic initial models and noisy data demonstrate the
robustness of our approach for reconstructing baseline models. For the inversion of mon-
itor data, we show that both the errors in baseline model estimates and the random noise
could compromise the reconstructed CO2 saturation model. We propose to improve the re-
sult using a regularization technique that consists of two penalty terms: the Tikhonov term
to ensure smoothness and the prior model term to help the convergence towards expected
models.

INTRODUCTION

One of the technologies to reduce greenhouse gas emissions is the geological storage
of carbon dioxide (CO2) as a sustainable and secure solution (Macquet et al., 2019). Suit-
able storage sites are for example depleted fossil fuel reservoirs and deep saline aquifers
(Queißer and Singh, 2013a). Injection of CO2 into brine-saturated reservoir rocks change
their elastic moduli and thus changes the seismic response. Time-lapse seismic surveys,
in which a series of seismic data sets are acquired at different times to study the temporal
variation of a target subsurface area, can be used to monitor the migration and distribution
of the CO2 plume and warn leakage problem if any (Ghosh et al., 2015). For reliable con-
formance verification, the monitoring should also provide quantitative information on CO2

saturation to be compared to reservoir modeling predictions (Dupuy et al., 2021).

Qualitative interpretation of CO2 that is made by analyzing amplitude changes and
time shifts on post-stack seismic images is often not sufficient to understand the detailed
reservoir conditions (Alemie, 2017). Moreover, multiple reflections, interference effects
such as tuning, and attenuation may render these seismic images ambiguous in terms of the
localization of CO2 (Queißer and Singh, 2013b). One alternative to address these issues
consists in using full waveform inversion (FWI), which is a powerful method for obtain-
ing high-resolution subsurface models by extracting the full information content of seismic
data (Tarantola, 1986; Virieux and Operto, 2009; Brossier et al., 2009).The principle behind
an inverse technique such as FWI is a straightforward means to account for all the afore-
mentioned wave propagation effects. For time-lapse studies, FWI provides a convenient
way to perform a comparison in the parameter space using models associated with differ-
ent times. Moreover, the elastic parameters (e.g., velocity, density, and modulus) derived
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from FWI can be directly linked to reservoir (or rock physics) properties, such as porosity,
fluid saturation, and pore pressure. Therefore, FWI should appear as an attractive tool for
quantitative CO2 characterization and monitoring.

Progress has been reported in managing many of the challenges of practical FWI: its
computational complexity, dependence on the starting model, sensitivity to incomplete
data, etc. (Operto et al., 2013; Prieux et al., 2013; Métivier et al., 2017; Pan et al., 2019).
Time-lapse FWI faces additional challenges in detecting small changes in the model, which
can be easily obscured by various undesirable non-repeatability factors, such as ambient
noise, near surface conditions, and source and receiver parameters (Kamei and Lumley,
2017). Efforts have been made to reduce the effects of such non-repeatability by the design
of monitoring systems (Shulakova et al., 2015), data processing (Roach et al., 2015), and
inversion strategies (Asnaashari et al., 2015; Alemie, 2017; Kamei and Lumley, 2017; Fu
et al., 2020). As these occur, consideration of how to achieve full-wave extraction of reser-
voir changes, especially fluid saturation variations, becomes more relevant. The classical
way of applying FWI in reservoir property estimation is to interpret the elastic parame-
ters obtained from FWI in term of reservoir properties, a problem often referred to as rock
physics inversion (Doyen, 2007; Grana, 2016). This interpretation requires a rock physics
model that establishes a link between elastic and reservoir properties, and it is important
that the rock physics model to be used is consistent with the local geology (Mavko et al.,
2009). Nowadays, most efforts to involve FWI in CO2 saturation prediction are of this
sequential type. For example, Queißer and Singh (2013b) apply elastic FWI to the Sleip-
ner time-lapse seismic data. They correlate velocity changes with CO2 saturation changes
using the Gassmann’s equations. Also at Sleipner, Dupuy et al. (2021) combine acoustic
FWI and rock physics inversion to estimate rock frame properties from baseline data and
CO2 saturation from monitor data.

A topic that is of active research is to estimate reservoir properties directly from the
seismic data, as opposed to the sequential approach in which elastic parameters are esti-
mated first, followed by reservoir properties. The direct approach essentially involves com-
bination of wave propagation equations and rock physics model within an integrated for-
mulation, guaranteeing consistency between elastic and reservoir properties (Doyen, 2007;
Bosch et al., 2010). Most current workflows in this field are based on seismic amplitude
variation with offset (AVO) and are carried out using stochastic algorithms (Bosch et al.,
2007; Spikes et al., 2007; Grude et al., 2013; Liu and Grana, 2018; Grana et al., 2020).
Compared to AVO inversion, FWI is capable of obtaining a superior subsurface model by
going beyond the inherent assumptions of AVO and using wave equation solutions (Mallick
and Adhikari, 2015). Some attempts are made to use poroelastic theory in FWI to directly
relate seismic wave characteristics to porous media properties (De Barros and Dietrich,
2008; Morency et al., 2009; Yang et al., 2019). However, the inverse problem is highly
under-determined and ill-posed, and the computational burden is very large (Dupuy et al.,
2021). Recently, Hu et al. (2021) provide a novel approach to directly update rock and fluid
properties using elastic FWI (i.e., EFWI). They achieve this by reparameterizing the inver-
sion in terms of rock physics properties, adopting a viewpoint similar to that of Russell
et al. (2011) within an AVO environment. The main advantages of this approach are: 1) it
allows examination of any rock physics property that has a well-defined relationship with
elastic parameters; 2) it leads to a more stable solution compared to the sequential inver-
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sion; 3) it shares the same numerical structure as the conventional EFWI. Hu and Innanen
(2021) further develop this approach by combining prior model information.

In this work, we propose to apply the method of Hu et al. (2021) to CO2 saturation
prediction from time-lapse seismic data. The rest of the paper is organized as follows.
We first review the FWI framework of Hu et al. (2021) which allows for direct updates
in rock physics properties. We illustrate how to use this approach in the time-lapse mode
for quantitative CO2 monitoring. We then demonstrate the effectiveness of the proposed
method using synthetic time-lapse data generated from the Johansen model, offshore Nor-
way. We propose to recover porosity and lithology parameters from baseline seismic data
and then use their results as input in the monitor seismic survey to estimate CO2 saturation.
We should highlight how the errors in baseline model estimates and the errors in monitor
data could compromise the reconstruction of CO2 saturation. We also discuss inversion
strategies for improving the CO2 saturation prediction.

METHOD

Elastic FWI with rock-physics parameterizations

We consider isotropic elasticity and a 2D medium. In the frequency domain, the two-
dimensional elastic wave equations can be written as (Pratt, 1990)
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where ω is the angular frequency, ρ is the density, u and v are, respectively, the horizontal
and vertical displacements, f and g are the corresponding source terms, and λ and µ are the
Lamé parameters. Equation 1 is discretized and solved using the finite difference equations,
which take the form

Au = f , (2)

where the coefficients of the impedance matrix A depend on the frequency and the medium
properties, u = (u, v) and f = (f, g). The coefficients within A are determined by iter-
atively minimizing the differences between seismic observations dobs, and simulation of
data dsyn within model m. The objective function to be minimized is

E(m) =
1

2
∆dt∆d∗, (3)

where ∆d = dobs − dsyn contain the data residuals, and the superscripts t and ∗ denote the
transpose and the complex conjugate, respectively. The gradient of E with respect to the
model parameter m is (Brossier et al., 2009)
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where < takes the real part of its argument. The quantity ∂A/∂m is the scattering radiation
pattern associated with model unknown m. Within a Newton optimization, the search
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direction δm for model update is the solution of

H δm = −∇mE, (5)

where H is the Hessian operator. We employ a truncated Gauss Newton method (Mé-
tivier et al., 2017), in which equation 6 is solved iteratively, involving only Hessian-vector
products.

From equation 4 we observe that the model parameter is altered at each iteration by an
update proportional to ∂A/m. To formulate a model parameterization based onN different
rock physics properties, at each node point we compute the chain rule
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+
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+
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, (6)

for each of i = (1, 2, ..., N), where r = (r1, r2, ..., rN) is the desired rock-physics pa-
rameterization; e = (e1, e2, e3) is a conventional FWI parameterization based on three
elastic properties, e.g., the P- and S-wave velocities plus density; Given a conventional
FWI scheme set up to update parameters e, within which the partial derivatives ∂A/ej
(j = 1, 2, 3) are known, and given the relations between e and r of the form (e1, e2, e3) =
f(r1, r2, ..., rN), so that ∂ej/∂ri can be derived, through equation 6 we can move to a new
scheme in which the r are updated.

Rock physics model

A significant number of rock physics models have been developed, based on experi-
mental data or physical theories or both, to relate the elastic properties of rock to porosity,
mineralogy and pore fluid (Dvorkin, 2004). We examine a popular rock physics model: the
stiff-sand model. This model is widely applied to clay-rich or shaly sandstones and even
to shales (e.g., Spikes et al., 2007; Hossain et al., 2011; Grana, 2016; Wawrzyniak-Guz,
2019).

The stiff-sand model connects two end points in the elastic modulus versus porosity
plane. The zero-porosity end point has the bulk and shear moduli of the solid phase K0 and
G0, which is calculated according to Voigt–Reuss–Hill average (Hill, 1952):
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1

2
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(
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)−1
 ,
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1

2
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)−1
 , (7)

whereN is the number of mineral components, fi, Ki, andGi are the volume fraction, bulk
modulus, and shear modulus of the ith mineral component, respectively. Hertz-Mindlin
grain-contact theory provides an estimation of the bulk and shear moduli of a dry rock,
under the assumption that the rock frame is a random pack of spherical grains, subject
to an effective pressure Pe, with a given porosity, and an average number of contacts per
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grain n (coordination number). In the stiff sand model, Hertz-Mindlin equations are used
to compute the bulk and shear moduli of the dry-rock KHM and GHM at the critical porosity
φc:

KHM =

[
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2G2
0
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]1/3
,
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, (8)

where v0 is the Poisson’s ratio of the solid phase, and f is the degree of adhesion between
the grains. Then, for porosity φ ∈ (0, φc), the bulk and shear moduli Kdry and Gdry of the
dry-rock are estimated by interpolating the elastic moduli at zero porosity and at critical
porosity using the modified Hashin-Shtrikman upper bounds:
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According to Gassmann’s equations, the shear modulus of the saturated rock Gsat is the
same as that of the dry rock, and the bulk modulus of the saturated rock Ksat is given by:

Ksat = Kdry +
(1−Kdry/K0)

2

φ/Kf + (1− φ)/K0 −Kdry/K2
0

where Kf is the bulk modulus of the fluid phase and is calculated using Reuss average:
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f
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i

)−1

, (11)

where M is the number of fluid components, f ′
i and K ′

i are the volume fraction and bulk
modulus of the ith fluid component, respectively. The density of the saturated rock is
computed as a weighted average of the densities of mineral and fluid components:

ρ = (1− φ)
N∑
i=1

fiρi + φ

M∑
i=1

f
′

iρ
′

i, (12)

where ρi and ρ′
i are the density of the ith mineral component and the density of the ith fluid

component, respectively. The velocities as functions of the elastic moduli and density are
then

VP =

√
Ksat + 4

3
Gsat

ρ
, VS =

√
Gsat

ρ
. (13)
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Table 1. Rock physics parameters used in this study

Parameter Value Parameter Value
Quartz bulk modulus 37 GPa CO2 bulk modulus 0.06 GPa
Quartz shear modulus 44 GPa CO2 density 0.6 g/cm3

Quartz density 2.65 g/cm3 Effective pressure 10 MPa
Clay bulk modulus 16 GPa Critical porosity 0.4
Clay shear modulus 9 GPa Coordination number 9
Clay density 2.6 g/cm3 Degree of adhesion 1
Water bulk modulus 2.2 GPa
Water density 1.03 g/cm3

The partial derivatives of VP, VP, and ρ with respect to any rock physics parameters emerg-
ing from this model can be calculated using a mathematical software (e.g., MATLAB). We
can then carry out FWI updates of these parameters according to equation 6.

In this study, we assume two mineral components, quartz and clay, and two fluid com-
ponents, water and CO2. Hence, we define three model unknowns: porosity (P ), clay con-
tent (C) and CO2 saturation (Sc). Additional rock physics parameters, including the elastic
moduli and density of each mineral/fluid component, effective pressure, critical porosity,
coordination number, and degree of adhesion between the grains, are fixed with the values
in Table 1.

Rock physics FWI in the time lapse mode

CO2 monitoring requires precise predictions of the CO2 saturation model at any time at
which the data are measured. Although it is possible to jointly invert the three parameters
(porosity, clay content, and CO2 saturation) from a single seismic survey, preliminary tests
(including the work of Hu et al. (2021)) showed that fluid saturation is very difficult to
estimate within this parameterization because of the large trade-off between rock physics
parameters and its relatively small impact on the data. Here we consider a favorable case by
making two assumptions: 1) before CO2 injection, there is only one fluid component (wa-
ter) in the subsurface; 2) Porosity and lithology parameters are constant in time. Therefore,
we propose to estimate the three parameters sequentially: First, we apply the rock physics
FWI approach as described earlier to the baseline (pre-injection) data for the estimation
of porosity and clay content; then, we use the same inverse method and use the inverted
porosity and clay content models from baseline survey as prior knowledge (fixed values)
to estimate CO2 saturation from monitor (post-injection) data. The objective function for
baseline model reconstruction is expressed as

Ebaseline =
∥∥dobs_b(P t, Ct, St

c_b = 0)− dsyn_b(P,C, St
c_b = 0)

∥∥2 , (14)

where dobs_b and dsyn_b denote the observed and synthetic baseline data, respectively. P t

and Ct denote the true porosity and clay content models. The baseline CO2 saturation
model St

c_b is equal to 0 everywhere. The goal is to recovery the P and C models by
iteratively minimizing the difference between dobs_b and dsyn_b.
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The objective function for monitor model reconstruction is

Emonitor =
∥∥dobs_m(P t, Ct, St

c_m)− dsyn_m(Pinv, Cinv, Sc_m)
∥∥2 , (15)

where dobs_m and dsyn_m are the observed and synthetic monitor data, respectively. Pinv

and Cinv are the inverted porosity and clay content models from baseline survey. They are
used as input and will not be updated in the monitor model reconstruction. The goal is to
recovery the saturation model Sc_m by iteratively minimizing the difference between dobs_m

and dsyn_m.

NUMERICAL EXAMPLES

We apply the proposed approach to a CO2 sequestration study based on the Johansen
formation model. The Johansen formation is a deep saline aquifer and a candidate site
for large-scale CO2 storage offshore of the south-western coast of Norway. The geostatic
model of the Johansen formation was built based on seismic and well-log data. Physical
properties including porosity and permeability of this model are available (Eigestad et al.,
2009). The original geo-cellular model is discretized in 100 × 100 × 5 cells, however, we
consider a vertical section through a sub-volume of cells centered around the injection well
(FIG. 1a). The initial water saturation (before injection) is equal to 1 everywhere. The CO2

saturation distribution in FIG. 1b is calculated by simulating the fluid flow in year 110, 10
years after stopping a 100-year injection (Grana et al., 2020).
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FIG. 1. True reservoir model of the Johansen formation: a) Porosity. b) CO2 saturation distribution
in year 110.

For numerical implementation of FWI, we make several changes to the model in FIG.
1. First, we define a regular grid and interpolate the scattered data over the grid. The grid
consists of 76*81 node points with a depth increment of 20 m and a position increment of
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500 m; second, we modify the coordinates by changing the starting depth to 0 m and the
depth and position increments to 10 m. Moreover, to account for lithology in rock physics
analysis, we introduce a clay volume with negative linear correlation with porosity. The
reservoir models in FIG. 2 are then generated to examine the proposed FWI method.
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FIG. 2. True model of (a) porosity, (b) clay content, and c) CO2 saturation in year 110. White dashed
line: Location of the injection well.
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FIG. 3. True model of P- and S-wave velocities plus density. (a-c) Baseline. (d-f) Monitor.

The sandstone reservoir is distinguished by higher porosity and lower clay content val-
ues compared to the surrounding shale. Porosity in the sand layers varies between 0.15 and
0.29, with the porosity within a zone degrading towards south as the depth of the formation
increases. The shale layers have a constant porosity of 0.05 and clay content of 0.85. The
initial CO2 saturation model is equal to 0 everywhere and then changes locally due to the
injection. In FIG. 3, the velocity and density models calculated by rock physics modeling
are plotted. With CO2 replacing water, the density of the saturated rock decreases due to
the lower density of CO2, the P-wave velocity decreases due to the lower bulk modulus of
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CO2, and the S-wave velocity slightly increases since the fluid only affects the density in
the S-wave velocity expression.

The inversion experiments are presented in two parts: first, we estimate the porosity and
clay content models from baseline seismic survey; then, we use the inverted porosity and
clay content models as input in the monitor stage to estimate CO2 saturation distribution.
In these experiments, the data are computed with the same algorithm for observed and syn-
thetic data in inversion. We adopt a multiscale approach (Bunks et al., 1995) by inverting
multiple frequency bands, each containing five evenly spaced frequencies from 2 Hz to a
maximum frequency; the maximum frequency is 3 Hz for the first band, and it increases to
25 Hz for the last band. A TGN optimization method, comprising 20 inner iterations and
1 outer iteration for each frequency band, is used. We use an acquisition geometry with
receivers mimicking a simultaneous surface seismic and vertical seismic profile configura-
tion: a line of sources every 50 m at the top of the model illuminates receivers every 20 m
on the top and sides of the model.

Baseline model reconstruction

One of the challenges of predicting rock physics properties from seismic data is the low
frequency (initial) model. In a typical elastic inversion, the low frequency model of velocity
is often related to models used for seismic processing, for example stacking velocities.
In the rock physics domain, a low frequency model is harder to define because different
lithologies might have different rock physics models. Here we examine three initial models
which are realistic in terms of assumptions of what we know:

(1) We subsample the true model (assuming core or well log data are available) and
interpolate on the original grid to lose the frequency. 12 samples of the reservoir
layer are used for interpolation;

(2) We filter the true model of velocity (Figure 3a) and apply a linear regression for
porosity. The true velocity-porosity relationship is not linear, but the nonlinearity is
not strong;

(3) We assume exact horizons are available and we set constant rock physics properties
in each layer. A constant porosity of 0.2 and clay content of 0.3 are assigned to the
reservoir layer.

The initial porosity models built by these means, which we call "subsample", "regression",
and "constant" for short, are plotted in FIG. 4a-c. The initial clay content models (FIG.
4d-f) are computed from porosity based on the exact relationship between them.
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FIG. 4. Initial porosity and clay content models: (a and b) subsample, (b and e) regression, and (c
and f) constant.
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FIG. 5. Baseline model reconstruction with noise-free data. Inverted porosity and clay content
models starting from different initial models. (a and d) Subsample, (b and e) regression, and (c and
f) constant.

We first perform the investigation with noise-free data. We adopt the regularization
strategy of Hu and Innanen (2021) to enforce explicit physical relationships between the
updated parameters. FIG. 5 shows that the porosity and clay content models can be well
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resolved using any of the three initial models. However, the “constant” initial model leads
to the best result, with the structure and parameter values of the model perfectly estimated.
The result with the “subsample” initial model appears to fare the worst, containing some
footprint of the initial model. This observation is confirmed by comparing their vertical
profiles (FIG. 6a). In FIG. 6b, the error reduction history associated with the three initial
models is plotted. The model error is computed as the 2-norm of the difference between the
updated and true models. We observe that the “constant” initial model has very small errors,
as compared to the other two, and this appears to be an important factor contributing to its
superiority in the final result. The “subsample” initial model is least accurate, however,
its errors decrease most rapidly and eventually get very close to that of the "regression"
model. This illustrates that different versions of smooth initial model may lead to very
similar inversion results.

The results with noisy data remain consistent with the noise-free test: the porosity and
clay content models are still accurately recovered, even though more noisy. This confirms
the robustness of our approach for baseline model reconstruction. Although the "constant"
initial model leads to the best estimates, assuming exact horizons are known is greedy.
Therefore, we choose the result of the more realistic, smooth initial model in the monitor
survey to estimate CO2 saturation.

0 0.05 0.1 0.15 0.2 0.25

Porosity

0

0.2

0.4

0.6

0.8

D
e

p
th

 (
k
m

)

subsample

regression

constant

true

(a)

0 5 10 15 20

Iteration

0

0.5

1

1.5

2

2.5

3

3.5

M
o
d
e
l 
e
rr

o
r

subsample

regression

constant

(b)

FIG. 6. Comparison between the inverted porosity models in FIG. 5. (a) Model profiles at a lateral
position of 0.4 km and (b) model error reductions.
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FIG. 7. Baseline model reconstruction with noisy data (SNR=10). Inverted porosity and clay content
models starting from different initial models. (a and d) Subsample, (b and e) regression, and (c and
f) constant.

Monitor model reconstruction

In the monitor survey, the observed data is generated from the true porosity, clay con-
tent, and CO2 saturation models in FIG.2; the synthetic data is generated from the porosity
and clay content estimated from baseline data plus the current estimate of CO2 saturation.
If uncertainty in the monitor data is considered, there are two factors that could have a
negative impact on the CO2 estimation: errors in the baseline model estimates and errors
in the monitor data.

We first carry out noise-free tests to examine the impact of baseline model estimates.
Three cases are considered: the baseline model is poorly, properly, and perfectly resolved.
For this, we use the smooth initial model in FIG. 4b and 4e, the inverted model in FIG. 7b
and 7e, and the true model in FIG. 2a and 2b, respectively, as input. FIG. 8d-f shows the
recovered CO2 saturation models in these cases. For the case of poorly constructed base-
line model, we can clearly observe the effect known as parameter crosstalk, which arises
from the complex manner in which multiple subsurface properties co-determine seismic
waveforms, and occurs when errors in one property are mapped into the updates of an-
other. As a result, the recovered CO2 saturation model is highly contaminated by the errors
in porosity and clay content estimates. With properly reconstructed baseline model, the
CO2 saturation is recovered to some extent, with the shape of the plume slightly distorted
and the parameter values slightly overestimated. Crosstalk artifacts still exist, especially in
the near surface area and the upper right section of the reservoir. These errors in the CO2

estimates can be interpretated as a consequence of erroneous baseline model input, if using
the case of perfect baseline model, in which the CO2 model is accurately recovered, as a
reference.
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FIG. 8. Inversion test to examine the impact of the errors in baseline model estimates on monitor
model reconstruction, using noise-free monitor data. Three baseline models are used as input: the
initial model in FIG. 4b and 4e, the inverted model in FIG. 7b and 7e, and the true model in FIG.
2a and 2b. (a-c) Errors in the initial, inverted, and true porosity models, and (d-f) the resulting CO2

saturation estimates and (g-i) their errors.

Next we use the inverted baseline models in FIG. 7b and 7e as input and examine the
random noise effects. We add random Gaussian noise to the true noise-free data considering
three noise levels: signal-to-noise ratio (SNR) are 20, 10, and 5. In FIG. 9, we observe that
compared to the result of noise-free data (FIG. 8e), the inverted models are contaminated
by artifacts more seriously. Most of all, with moderate and strong noise levels (SNR=10
and 5), the distribution of CO2 saturation becomes patchy and the plume covers the entire
reservoir area.

Since CO2 saturation is the only variable in monitor model reconstruction, the errors in
the baseline model estimates will amount to errors in the monitor data. Therefore, we can
interpret the poor result in FIG. 9 as a consequence of errors in the data. Furthermore, we
can say that the estimation of CO2 saturation from monitor data is an ill-conditioned prob-
lem because the solution is sensitive to errors in the data. The basic idea in the treatment
of ill-conditioned problems is to use some prior information about solutions to disqual-
ify meaningless ones. This can be achieved using the technique known as regularization,
which involves modification of the objective function by adding a model penalty term.

CREWES Research Report — Volume 33 (2021) 13



Hu and Innanen

0

0.75

D
e

p
th

 (
k
m

)

0

0.5

1

0

0.5

1

0

0.5

1

Errors

0 0.8

Position (km)

0

0.75

D
e

p
th

 (
k
m

)

-0.5

0

0.5

Errors

0 0.8

Position (km)

-0.5

0

0.5

Errors

0 0.8

Position (km)

-0.5

0

0.5

FIG. 9. Inversion test to examine the impact of errors in monitor data. The inverted porosity and
clay content models in FIG. 7b and 7e are used as input. (a-c) Recovered CO2 saturation models
with a signal-to-noise ratio of 20, 10, and 5, respectively, and (d-f) their corresponding errors.
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FIG. 10. Repeat the inversion test in FIG.9 using regularization technique to impose smoothness
on the model. (a-c) Recovered CO2 saturation models with a signal-to-noise ratio of 20, 10, and 5,
respectively, and (d-f) their corresponding errors.
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We first consider the First-order Tikhonov regularization (Tikhonov and Arsenin, 1977).
This regularization scheme is based on the assumption that neighboring points in the model
should be close in value, leading to smooth solutions. The results are plotted in FIG.
10. Compared to the result in FIG. 9, the sparsely distributed artifacts are effectively re-
duced and the continuity in the distribution of CO2 is preserved, leading to an estimate that
matches more closely the true model. However, this regularization causes an attenuation of
the high wavenumbers present in the model.

In many instances we may have a very good reference (or prior) model. Thus in the
inversion, in addition to minimizing the misfit between observed and synthetic data, we
impose the restriction that the model does not deviate much from the prior model. This can
be done by adding a prior model term to the objective function (Sen and Roy, 2003). For
the Johansen model case, it is realistic to assume that CO2 has the highest accumulation at
the injection well and then decreases as the distance from the well increases. We build a
prior model assuming that the CO2 plume has migrated 20 traces to the left and 20 traces to
the right, within the reservoir, at the time the monitor data were acquired (FIG. 11c). The
inversion results with this prior model constraint are plotted in FIG. 12. We see that the
prior model term helps to restrict the model updates within the deeper part of the model,
thus largely reducing the artifacts in the upper right area (FIG. 9). However, the result
remains contaminated by the footprint of the prior model, and the continuity of the CO2

plume is not guaranteed.

We consequently include both the Tikhonov term and prior model term in the objective
function, to encourage smoothness, and at the same to keep the inverted model from devi-
ating significantly from the prior model. The result shows a better agreement with the true
model compared to any of the results described earlier.
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FIG. 11. (a-c) True model, initial model, and prior model, respectively. The white dashed line de-
notes the location of the injection well. The blue dashed line denotes the boundary of the sandstone
reservoir. The prior model is built upon the assumption that the CO2 plume has migrated 20 traces
to the left and 20 traces to the right, within the reservoir, at the time the monitor data were acquired.
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FIG. 12. Repeat the inversion test in FIG.9 using prior model constraint. (a-c) Recovered CO2 satu-
ration models with a signal-to-noise ratio of 20, 10, and 5, respectively, and (d-f) their corresponding
errors.
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FIG. 13. Repeat the inversion test in FIG.9 using both smoothness and prior model constraints.
(a-c) Recovered CO2 saturation models with a signal-to-noise ratio of 20, 10, and 5, respectively,
and (d-f) their corresponding errors.
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CONCLUSIONS

We presented a full waveform inversion method for the prediction of rock and fluid
properties, namely, porosity, lithology and time-dependent CO2 saturation values from
seismic data. The method was validated on synthetic data generated for the Johansen for-
mation model. We derive porosity and lithology parameters from baseline data and use
them as input to obtain 2D spatial distribution of CO2 saturation from monitor data. The
CO2 recovery can be seriously contaminated by the artifacts that arise from errors in the
baseline models and random noise in the monitor data. In this case, we show that imposing
model constraints can significantly improve the result.
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