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Enhanced reverse time migration of walkaway VSP data 

Jing Wang and Kristopher A. Innanen 

ABSTRACT 
Reverse time migration of elastic waves is a vector wave theory-based depth domain 

migration algorithm. Owing to the preserved vector characteristics of elastic waves, the 
waveform energy can be solved correctly and the kinematics characteristics of seismic 
waves are maintained during wavefields propagation. Wavefields separation is one of the 
important steps to remove crosstalk artifacts and improve imaging quality. This operation 
allows us to produce vector P- and S-wavefields with the same phases and amplitudes as 
the input coupled wavefields while significantly reducing computational costs. The 
commonly used wavefields separation method is Helmholtz decomposition. The test 
results illustrate that the amplitude and phase of the separated wavefields are changed and 
the polarity is reversed after the Helmholtz decomposition, so that further correction are 
needed. Aiming to solve the problems, decoupled elastic wave equations are utilized to 
simulate the elastic wave propagation, which can maintain the vector property of original 
wavefields and give an ideal imaging profile without polarity reversal. Based on the 
separated vector wavefields, we implemented a modified dot-product imaging condition 
for elastic reverse time migration. In comparison with the previously proposed dot-product 
imaging condition, this modified imaging condition enables us to eliminate the effects of 
multiplication with a cosine function and hence produces migrated images with accurate 
amplitudes. Several numerical examples are used to demonstrate the feasibility and 
robustness of the method for imaging complex subsurface structures. Besides, the 
numerical simulation methods for the forward and backward wavefields’ extrapolation, the 
effects of the multiples are also discussed in this report to further improve the imaging 
efficiency and accuracy. 

INTRODUCTION 
Elastic reverse time migration (RTM) is a powerful tool for estimating lithology 

information and imaging subsurface structures by taking advantages of P- and S-waves. 
The S-wave images always have a higher resolution than those of the P-wave due to its 
shorter wavelength. In addition, the interpretation of P- and S-wave images has great 
potential to detect sweet spots in unconventional tight-sandstone reservoirs (Tang et al., 
2009). Elastic RTM reconstruct forward and backward vector wavefields in the subsurface 
with multicomponent records as boundary conditions, which can be further used to produce 
accurate PP- and PS-reflectivity when proper imaging conditions are applied. One 
important step in elastic RTM is to extract pure-mode P- and S-waves from the coupled 
elastic wavefields to remove crosstalk artifacts and improve imaging quality. The P- and 
S-waves separation in isotropic media can be implemented by numerically solving P- and 
S-wave separated elastic wave equations (Ma and Zhu, 2003; Li et al., 2007; Zhang et al., 
2007) or wavenumber-domain wavefield vector decomposition (Zhang and McMechan, 
2010). Yan and Sava (2008) implement the wavefields separation to compute the scalar 
and vector potential wavefields using divergence and curl operators. However, divergence 
and curl operators resulting in the scalar and vector potential wavefields do not have the 
same phases, amplitudes, and physical units as the extrapolated wavefields, migration 
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results are not accurate. Besides, this wavefields separation approach leads to a polarity 
reversal problem for PS-imaging profiles. Without proper angle corrections, summing PS-
images over different sources leads to nonconstructive stacking results (Du et al., 2012; 
Duan and Sava, 2015; Wang et al., 2016). In order to avoid using the divergence and curl 
operators, a vector wavefield decomposition approach (Zhang and McMechan, 2010) by 
solving a linear system in the wavenumber domain are developed. This method can 
maintain vector P- and S-wavefields have the same phases, amplitudes and units as the 
input elastic wavefields. And then, Zhu (2017) proposes an equivalent strategy in the time-
space domain, which requires solving a vector Poisson’s equation. But the computational 
cost is still prohibitive for 3D problems. Another way to implement the vector wavefield 
decomposition is to introduce an auxiliary P-wave equation (Ma and Zhu, 2003; Xiao and 
Leaney, 2010; Wang and McMechan, 2015). The S-waves can be obtained by subtracting 
the P-waves from the coupled input wavefields. Although this strategy can maintain the 
separation results as accurate as the vector wavefield decomposition approach methods, 
solving an auxiliary P-wave equation requires additional computational costs. The other 
way is to separate the wavefields while the propagation process. Yang et al. (2018) develop 
an efficient vector wavefields decomposition strategy and implement a modified dot-
product imaging condition for elastic RTM. This imaging condition retains the signs of the 
dot product but recomputes the amplitudes using the multiplication of the absolute values 
of the separated source and receiver wavefields. 

This report is organized as follows. First, we review the Helmholtz decomposition and 
analyze its shortcomings. Next, we utilize the decoupled elastic wave equations to obtain 
vector P- and S-wavefields with the same phases and amplitudes as the input coupled 
wavefields. And then, a dot-product imaging condition and corresponding elastic RTM 
workflow are presented to produce PP- and PS-images. Finally, several numerical 
examples are used to illustrate the performance of the proposed wavefield decomposition-
based elastic RTM workflow. Besides, the other strategies to further improve the elastic 
RTM imaging quality and efficiency are also discussed. 
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METHOD 
Helmholtz decomposition-based vector wavefield separation 

Based on the Helmholtz decomposition theory in isotropic elastic media, the vector 
displacement or particle velocity wavefields u can be decomposed as (Morse and 
Feshbach, 1946; Aki and Richards, 2002) 

P S ϕ= + = ∇ + ∇Ψu u u , (1) 

where Pu  and Su  denote the curl-free P-wavefield and divergence-free S-wavefield, 
respectively. ϕ  and Ψ  are their corresponding scalar- and vector- potential wavefields. 

Note that the P- and S- waves are coupled together during wave propagation. By 
adopting vector Poisson’s formular ( 2∇ =w u ) and the property of the Laplacian operator (

( )2∇ = ∇ ∇ ⋅ − ∇ × ∇ ×w w w ), isotropic decoupled P- and S-wave formulations are 

( )P = ∇ ∇ ⋅u w , S = −∇ × ∇ ×u w , (2) 

in which ∇ , ∇ ⋅  and ∇ ×  are the gradient, divergence and curl operators, respectively. At 
every time step of each wavefield extrapolation, the forward and backward 
multidimensional Fourier transforms had to be calculated. Under current computational 
capability, their costs are still prohibitive, especially for large-scale 3D problems. Note that 
the P- and S- waves are coupled together during wave propagation. 

Decoupled elastic wave equations-based elastic RTM 

The P- and S-wave separated elastic wave formulae are 
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where superscripts p or s stand for the corresponding P or S-wavefield components. After 
the separated wavefields are given, we can simultaneously solve the P- and S-wavefields 
with high accuracy through substituting P-wave coefficients into P-wavefield formulae, 
and utilizing S-wave coefficients to calculate the S-wavefield formulae, and then the 
combined velocity terms vx and vz are obtained. 
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Figures 1 illustrate an experiment of the vector wavefield decomposition using equation 
3 for a homogenous model. The calculation area is 4.0 km * 4.0 km with grid spacing 18 
m. The time sampling interval is 1.5 ms. A ricker wavelet with 20 Hz peak frequency is 
chosen as the source and excited at the centre of the model. Figure 1 shows that errors 
between the input and reconstructed wavefields are almost zero both in the horizontal and 
vertical directions, and the amplitudes, phases, and units of the separated wavefields are 
the same as the input wavefields. So that we can conclude that we can obtain the accurate 
P- and S-wavefields when adopt the decoupled elastic wave equations to do the forward 
and backward wave extrapolation, which can improve the accuracy of the elastic RTM 
imaging profile. 
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FIG. 1. Wavefield decomposition results for the homogeneous model. The horizontal (a) and 
vertical (d) components of the P wavefield. The horizontal (b) and vertical (e) components of the S 
wavefield. The horizontal (c) and vertical (f) errors between the input and reconstructed wavefields. 
The reconstructed wavefields are computed by summing the decomposed P- and S-wavefields. 

A dot-product imaging condition (DP IMC) for vector-based elastic RTM 

The polarity reversal problem for PS-images, a well-known problem in traditional 
elastic RTM (Rosales et al., 2008; Du et al., 2012; Duan and Sava, 2015). However, this 
imaging condition involves multiplication by a cosine function ( )cos θΔ , where θΔ  denotes 
the included polarization angle between the incident and reflected wavefields. This leads 
to an inaccurate estimation of reflection coefficients. To eliminate the amplitude effects of 
the cosine function, Du et al. (2017) suggest normalizing the dot-product imaging results 
with the absolute value of ( )cos θΔ . When multiple waves intersect in the areas with 
complicated structures, it is difficult to accurately estimate the propagation and polarity 
directions (Tang and McMechan, 2016). To simplify this angle-dependent normalization, 
we retain the signs of the dot product and recompute the amplitudes using the 
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multiplication of the absolute values of the separated source and receiver wavefields. This 
gives us the following MDP IMC: 
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( ) ( )PP sign , , , t , , , tsign x y z x y z = ⋅ 
src rcv
p pv v , (6) 

( ) ( )PS sign , , , t , , , tsign x y z x y z = ⋅ 
src rcv
p sv v . (7) 

The Helmholtz decomposition and the corresponding correction methods are tested for 
a three-layers homogeneous model. The calculation area is 4.0 km and 2.0 km in the 
horizontal and vertical directions, respectively, with grid spacing 10 m. The time sampling 
interval is 1 ms. A ricker wavelet with 23 Hz peak frequency is chosen as the source. There 
are 120 geophones excited at the surface of the model. Seismic records are received by 200 
receivers evenly arranged on the surface. 

In Figure 2 we observe that on both sides of the vertical incident position of the P-wave, 
the event polarities are opposite and discontinuous, also the energy gradually diminishes. 
The gradual weakened energy is due to the fact that when the P-wave is vertically incident, 
almost no converted wavefield is generated, and the polarities of the converted wave are 
opposite on both sides of the vertical incidence P-wave, resulting in the discontinuous of 
the event. Based on the dot-product imaging condition, we can observe from Figure 1c that, 
there is no polarity reversal, the event continuous natural, and the imaging profile quality 
is greatly improved. 
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FIG. 2. Polarity correction test. (a) P-wave velocity, (b) PS imaging profile with no polarity 
correction, (c) PS imaging profile with polarity correction. 

NUMERICAL EXAMPLES 
In this section, we adopt the Marmousi model (P-wave velocity is depicted in Figure 3) 

to illustrate the performance of the different elastic RTM methods. The calculation area is 
5 km and 3.52 km in the vertical and horizontal directions, respectively, with grid spacing 
10 m. The time sampling interval is 1 ms. An explosive source of Ricker wavelet with the 
peak frequency of 27 Hz is located 9.5 km horizontally and 10 m vertically for the P- and 
S-wavefields decomposition test. Figure 4 depicts the horizontal and vertical snapshots 
components at 1.5 s calculated by temporal high-order and spatial implicit stagged-gird 
finite-difference schemes (Wang et al. 2022) with 18th-order accuracy in space and 6th-
order accuracy in time, respectively. One can observe that there are obvious errors on the 
snapshot calculated by the conventional Helmholtz decomposition method. Although the 
P- and S-wavefields are separated more clearly in Figure 4b, Helmholtz decomposition 
with polarity correction still has visible error. When we utilize the decoupled elastic wave 
equations to perform the P-and S-wavefields propagation, the error is zero, which means 
we can obtain the accuracy P- and S-waves during the wavefields forward and backward 
process of the elastic RTM to gain the most satisfactory imaging performance. 
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FIG. 3. P wave velocity of Marmousi model.
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FIG. 4. The horizontal (up) and vertical (down) components of the wavefields decomposition results 
for the Marmousi model. (a) Helmholtz decomposition method, (b) Helmholtz decomposition with 
polarity correction, (c) Decoupled elastic wave equations. 

Next, we still use the truncated Marmousi model to further testing the PP- and PS-
imaging performance using different elastic RTM workflows. The space and time sampling 
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interval are 10 m and 1 ms, respectively. 98 explosive sources are arranged on the 10 m 
vertically line and begin at 7.5 km in horizontally direction with 50 m interval. 40 receivers 
are arranged in the well (the vertical black line shown in Figure 5a) with 30 m interval. 
Figure 5a and b are the PP imaging results based on the Helmholtz decomposition method 
and the decoupled elastic wave equation, respectively. Both imaging results can clearly 
describe the complex structure of the Marmousi model. The wavefields separation based 
on Helmholtz decomposition applies a divergence operator to the wavefields of the source 
and the receiver, resulting in a π/2 phase shift of the separated P-wavefield. Figure 5c is 
the PS imaging results based on Helmholtz decomposition, Figure 5e is the PS imaging 
result based on the wavefields separation of the decoupled elastic wave equation. 
Comparing the two methods, we can observe that the former has discontinuous events and 
occurs polarity reversal phenomenon, resulting in poor imaging quality, while the latter has 
clear and continuous events, no polarity reversal, clear imaging of complex structures. 
Besides, the resolution of the PS imaging profile is higher than that of the PP imaging 
profile. Figure 5d shows the imaging results of the PS imaging condition with polarity 
correction. Compared with Figure 5c, the imaging quality is greatly improved. 

From the above analysis, we can conclude that the PS imaging results based on 
Helmholtz decomposition resulting in a phase shift problem, because the wavefields of the 
curl operator also has a phase shift of π/2, which will cause a phase shift of π after cross-
correlation. The elastic RTM imaging based on the decoupled elastic wave equation 
wavefields separation method can maintain the vector characteristics of original wavefields 
without the phenomenon of polarity reversal, so the imaging performance is more ideal. 

(a) (b) 

(c) (d) (e) 

 

FIG. 5. Test imaging quality of the Marmousi truncation model. (a) PP imaging with Helmholtz 
decomposition, (b) PP imaging with decoupled elastic wave equation, (c) PS imaging with 
Helmholtz decomposition, (d) PS imaging with polarity correction-based Helmholtz decomposition, 
d) PS imaging with decoupled elastic wave equation. 

DISCUSSION 
In this section, we will discuss some strategy to further improve the elastic RTM 

imaging accuracy and efficiency. 
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Variable length temporal and spatial operator finite-difference method 

In order to decrease the forward and backward wavefields extrapolation calculation cost, 
we develop a finite difference strategy with variable lengths of temporal and spatial 
operators (Zhou et al., 2018). For a given velocity value, spatial and temporal discretization 
interval, the minimum lengths of these operators can be automatically determined. 
Compared with conventional fixed length operator method or variable spatial operator 
length method, our approach has superior modeling efficiency under the same accuracy 
demand. Here we provide procedures for fast search strategy. 

Step1. For each velocity value in the complex velocity model, set spatial operator length 
parameter M=N (temporal accuracy length parameter) first, then search for minimum minM  
so that ( ), , ,v M N fε η< . 

Step2. Gradually decrease N to a minimum value minN  that satisfy accuracy constrain 
( ), , ,v M N fη ε− <  and stability constrain r s< .  

Step3. Using searched minM  and minN  to perform wave extrapolation for each local 
velocity. 

In practice implementation, one needs only to calculate the temporal of spatial operator 
lengths with a velocity interval of 1 m/s and store corresponding FD coefficients before 
wave extrapolation. We use the 2D salt model (Figure 6a) to compare efficiency and 
accuracy of fixed length temporal and spatial operators (FLTSO), variable length spatial 
operator (VLSO), and simultaneously variable length temporal and spatial operator 
(VLTSO) strategies. For paper concise, FD coefficients are obtained only by TEM. Figure 
7 further shows the variation of temporal and spatial operators’ lengths with velocity in 
complex velocity example. With the increase of velocity, both temporal and spatial 
operators’ lengths of VLTSO method are shorter than those of VLSO method. It is, 
therefore, fundamentally explained that VLTSO method are always efficient than VLSO 
under the same accuracy demand. 
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FIG. 6. (a) 2D salt mode. Seismic records of 4000 ms computed by FD methods with (b) FLTSO 
with M=N=3, (c) FLTSO with M=N=21, (d) VLSO with N=3, M ranges from 3 to 21, (e) VLTSO with 
N ranges from 1 to 3, M ranges from 2 to 21, respectively. 
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FIG. 7. The spatial operator length M and temporal operator length N of VLSO and VLTSO 
methods. 
 

Table 1. CPU time comparison of the salt 2D modeling. 

Methods for 4000 ms 
simulation CPU time (s) 

FLTSO (M=N=21)  337.279 
VLSO (N=3, M=3~21)   56.744 

VLTSO (N=1~3,M=2~21) 53.951 

Primaries and first-order multiples combination-based RTM 

The conventional seismic migration method employs primaries to perform migration 
imaging only and the multiples, regarded as a kind of noise, has to be removed before 
imaging. However, the migration of multiples has a higher illuminance than that of the 
primaries, which can improve the accuracy and illumination of seismic imaging profile. 
Recently, many imaging methods that use free surface waves have been developed, but 
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most of them need to predict multiples first. Such methods are more time-consuming, also 
it becomes difficult to accurately predict multiples when the structure is complicated. In 
this report, we combine the primaries and first-order multiples together to implement RTM, 
which can image directly without predicting and separating the primaries and multiples. 

In the process of seismic data acquisition, the received seismic wavefield data not only 
contains the primary, but also contains the free surface multiples, which are expressed as: 

( ) ( ) ( )0 0 0 ...R z P z M z= + + , (7) 

in which, ( )0R z  is the receiver wavefields, ( )0P z  is the primary reflected wave, ( )0M z  is 
the free surface multiple, and 0z is the depth of the receiver point. 

The basic idea of multiple reverse time migration is to regard the received wavefield 
data as a virtual source firstly, which can be utilized to obtian forward propagation data 
with the migration velocity model, and then combine the synthesized forward propagation 
data with the received free surface multiple to implement the migration according to the 
proper imaging condition. But this method needs to predict multiples in advance, which 
increases the computational cost. Through the analysis, it can be seen that the source 
wavelet and the virtual source in the forward modeling process can be regarded as a new 
source. Based on that, the forward propagation data can be expressed as: 

( ) ( ) ( ) ( )0 0 0 0F FP z M z XW z XR z+ = − − , (8) 

in which, ( )0W z  is the source function, X  is the migration velocity model. 

Figure 8 shows the imaging profiles calculated the primaries, and the primaries and first-
order multiples combination-based RTM, respectively. According to results, the primaries 
and first-order multiples combination-based RTM can not only broaden the width of the 
shallow imaging, but also have an advantage in imaging the deep structure of complex 
models. 

 

FIG. 8. Sigsbee 2B velocity model and the RTM profile results. (a) Sigsbee 2B velocity model, (b) 
Primaries-based RTM image, (c)Primaries and first-order multiples combination-based RTM image. 
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CONCLUSIONS 
Accuracy and efficiency are two impotent issues to be considered when implementing 

the RTM. In order to improve the imaging quality and reduce the time consumption, we 
have made a lot of attempts fucus on the numerical simulation of wavefields extrapolation, 
P- and S-wavefilelds separation methods, imaging condition, and take the advantage of the 
multiples. And then, we adopt different synthetic models to demonstrate the effects and 
imaging performance of these methods. In further works, we will further exploring the 
application of these aspects for the field walkway VSP data. 
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