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Generative adversarial network
• Forger vs Detective
• Unsupervised: 

• Goal: Transform from a random distribution to data distribution  

Theory – GAN 
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Seismic trace



Wasserstein loss & gradient penalty
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Generated 
sample

Score on 
generated sample

Score on 
real data

(Arjovsky et al., 2017)

(Gulrajani et al. 2017)



Loss function
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Optimizer:
Adam optimizer with 𝑙𝑙𝑙𝑙 = 1 × 10−4,𝛽𝛽1 = 0.5

Hyper-parameter:
𝑙𝑙𝑟𝑟𝐺𝐺 , 𝑙𝑙𝑟𝑟𝐷𝐷 , 𝜆𝜆 and 𝑠𝑠𝑠𝑠𝑠𝑠 for parameter initialization



Architecture
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ConvTranspose k=3, s=2; f=256 BN

ConvTranspose k=4, s=1; f=256 BN

ConvTranspose k=4, s=2; f=128 BN

ConvTranspose k=4, s=2; f=128 BN

ConvTranspose k=3, s=2; f=32 BN

ConvTranspose k=4, s=2; f=32 BN

ConvTranspose k=3, s=2; f=16 BN

ConvTranspose k=3, s=2; f=1 BN

Conv k=3; f=64

Conv k=3; f=64

Conv k=3; f=64

Conv k=3; f=1

Conv k=1; f=499

Transpose

Conv k=1; f=250

Conv k=1; f=1

Noise vector
𝒏𝒏

(1,100)

Trace
(499,1)

Fully
Connected

Score
(1, 1)

Generator Discriminator



Discriminator

Generator
at each iteration:

for 𝑛𝑛𝑑𝑑 = 1, 2:
𝒏𝒏~𝑁𝑁(0,1)
�𝒅𝒅 = 𝐺𝐺(𝒏𝒏)
𝑆𝑆𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = D(�𝒅𝒅)
𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = D(𝒅𝒅)
𝒎𝒎 = 𝜖𝜖𝒅𝒅 + (1 − 𝜖𝜖)�𝒅𝒅, 𝜖𝜖~𝑈𝑈(0,1)
Update 𝐷𝐷 using 𝑆𝑆𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓, 𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 and 𝜕𝜕𝜕𝜕(𝒎𝒎)

𝜕𝜕𝒎𝒎
𝒏𝒏~𝑁𝑁 0, 1
�𝒅𝒅 = 𝐺𝐺(𝒏𝒏)
𝑆𝑆𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = D(�𝒅𝒅)
Update 𝐺𝐺 using 𝑆𝑆𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

Training workflow
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Training details: 
𝜆𝜆 = 10.0
𝑙𝑙𝑙𝑙 = 1 × 10−4
𝑛𝑛epoch = 300
𝑛𝑛𝑑𝑑 = 2
𝜃𝜃𝐺𝐺 ,𝜃𝜃𝐷𝐷~𝑁𝑁 0, 0.2

Data:
10,000 traces from FD modeling
batchsize = 128



Results – Predictions 
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Real Data
Generated data



Results – Loss curves
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Epoch 0

Epoch 4

Epoch 19

Epoch 49

Epoch 99



Results – Distributions
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Results – Discriminator score  
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100



 We explore a way of generating 1D seismic traces using 
WGAN and the training workflow is established

 The two models reach equilibrium at around 100 epochs and 
hardly improve each other afterwards.

 The trained generator can successfully produce data in the 
same distribution of the real data, but there is still room for 
improvement

Future work: 
 Expanding the same model architecture to 2D
 Gain more control over the generation process
 More advanced neural network structures

Conclusion
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