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Abstract

Numerous approaches have been published which derive fluid indicators, often called direct hydrocarbon indicators (DHI), from AVO (amplitude versus offset) equations. The main idea behind these methods is to use linearized approximations to the Zoeppritz equations to extract petrophysical parameters, such as P-wave and S-wave impedance and velocity, elastic modulii, and then infer the fluid content from cross-plots of these parameters. Russell et al. (2003) used standard poroelasticity theory (Biot, 1941, and Gassmann, 1951) to generalize several of these methods using a scaling factor:

\[(V_p / V_s)^2_{\text{dry}},\]

which is dependent on the properties of the dry rock. The purpose of this study is to study the generalized fluid method proposed by Russell et al. (2003) to find the optimal value for \((V_p / V_s)^2_{\text{dry}}\) used in this method.

The effect of clay content, porosity, and pressure on the P-wave and S-wave velocities and \((V_p / V_s)_{\text{dry}}\) ratio for sandstones will be investigated in this study. Also, previous fluid methods will be summarized and compared with the generalized fluid method to study which indicator can most easily discriminate a gas or oil sand from the background and which indicator is most sensitive to the pore-fluid content.
Acknowledgements

I would like to extend my sincere thanks and gratitude to my supervisors, Dr. John Bancroft and Dr. Brian H. Russell, for their invaluable caring mentoring and guidance throughout the course of this research. I would also like to thank the CREWES project sponsor companies for providing financial support for this research. For their efforts and assistance, a special thanks as well to the CREWES project directors, staffs, and students for their suggestions, assistance, and helpful insight into this research.
Dedication

Dedicated to my lovely wife, Mingming Ni
Table of Contents

APPROVAL PAGE......................................................................................................... ii
ABSTRACT.................................................................................................................... iii
ACKNOWLEDGEMENTS.............................................................................................iv
DEDICATION................................................................................................................v
TABLE OF CONTENTS................................................................................................vi
LIST OF TABLES.........................................................................................................viii
LIST OF FIGURES.........................................................................................................ix
LIST OF SYMBOL DEFINITIONS.............................................................................xiv

CHAPTER 1. INTRODUCTION 1.................................................................................1
  1.1 Thesis objective ..................................................................................................1
  1.2 Data used ..........................................................................................................4
  1.3 Hardware and software used ...........................................................................5
  1.4 Thesis organization .........................................................................................5
  1.5 The contribution of this thesis .......................................................................6

CHAPTER 2. AVO THEORY AND FLUID EXTRACTION METHODS...........8
  2.1 Introduction .......................................................................................................8
  2.2 The linearized AVO equation .........................................................................8
  2.2.1 The Zoeppritz’s equation ............................................................................9
  2.2.2 Bortfeld approximation ..............................................................................10
  2.2.3 Aki-Richards-Frasier approximation ...........................................................11
  2.2.4 Shuey’s approximation ..............................................................................12
  2.2.5 Hilterman’s approximation ........................................................................13
  2.2.6 Smith and Gidlow approximation ..............................................................14
  2.2.7 Fatti et al.’s approximation .......................................................................14
  2.2.8 Gray’s approximation ...............................................................................15
  2.2.9 The general linearized equation ................................................................16
  2.3 Early fluid extraction methods .......................................................................19
  2.3.1 Interception and gradient ..........................................................................19
  2.3.2 The fluid factor ..........................................................................................21
  2.3.3 Elastic impedance .....................................................................................22
  2.3.4 LMR method ............................................................................................24
  2.3.5 Pore space modulus ($K_p$) ......................................................................25

CHAPTER 3. BIOT-GASSMANN THEORY FOR POROUS ROCK............28
  3.1 Introduction .....................................................................................................28
  3.2 Biot-Gassmann theory ...................................................................................28
  3.2.1 Biot-Gassmann equation ..........................................................................29
  3.2.2 Some assumptions for Biot-Gassmann theory .........................................31
  3.3 Generalized fluid method for impedances ......................................................32
  3.4 Generalized fluid method for linearized AVO ..............................................38
CHAPTER 4. EMPIRICAL STUDY USING HAN’S DATASET ..........41
4.1 Introduction ..................................................................41
4.2 Sample description .......................................................42
4.3 Clean sandstones ............................................................43
4.4 Shaly sandstones .............................................................46
4.5 The effects of pressure on $V_p$, $V_s$ and $V_p/V_s$ ratio .............50
4.6 Summary ......................................................................54

CHAPTER 5. SENSITIVITY ANALYSIS FOR FLUID INDICATORS ....58
5.1 Introduction ..................................................................58
5.2 Analysis using class I, II, and III sand models .......................59
5.3 Analysis using Han’s dataset .............................................61
5.4 Crossplot analysis for the fluid indicators ............................64
5.5 Using different C values ..................................................69
5.6 Conclusion ....................................................................72

CHAPTER 6. BLACKFOOT CASE STUDY ..............................73
6.1 Introduction ..................................................................73
6.2 Seismic and well data .....................................................73
6.3 Geological background ..................................................75
6.4 True amplitude processing of Blackfoot PP data .....................78
6.5 Pre-stack seismic inversion ..............................................79
6.6 The Generalized fluid terms extraction ..............................85
6.6.1 C value extraction ......................................................85
6.6.2 Fluid term extraction ..................................................87
6.7 Conclusions ..................................................................95

CHAPTER 7. CONCLUSION AND FUTURE WORK .................96
7.1 Conclusion ....................................................................96
7.2 Future work ...................................................................97

REFERENCES .....................................................................98
List of Tables

Table 2.1 \( R_i \) terms for the general linearized equation.
Table 2.2 Terms \( a \), \( b \), and \( c \) for the general linearized equation.
Table 4.1 Pressure dependence on \( V_p \), \( V_s \), and \( V_p/V_s \) ratio for shaly sandstones.
Table 4.2 Pressure dependence on \( V_p \), \( V_s \), and \( V_p/V_s \) ratio for clean sandstones.
Table 4.3 Effects of clay content (shale), porosity, and pressure on \( V_p \), \( V_s \), and \( V_p/V_s \) ratio.
Table 5.1 Mean and standard deviation values and fluid indicator coefficients for fluid indicators at 5 MPa.
Table 5.2 Mean and standard deviation values and fluid indicator coefficients for fluid indicators at 50 MPa.
List of Figures and Illustrations

Figure 2.1 The partition of energy among reflected and transmitted P-wave and S-wave at a layer boundary.

Figure 2.2 AVO intercept (A) versus gradient (B) crossplot showing four possible quadrants.

Figure 2.3 Crossplot of P-wave velocity versus S-wave velocity.

Figure 2.4 The acoustic impedance (AI) and Elastic Impedance (EI) curves at 30 degrees.

Figure 2.5 Crossplot of P-impedance versus S-impedance (left) and lambda-rho versus Mu-rho (right).

Figure 3.1 The schematic diagram for the porous saturated rock.

Figure 3.2 Plot of $I_p^2 - c*I_s^2$ versus $I_p$ (P-wave impedance) using different $c$ values.

Figure 4.1 The ranges of clay content and porosity for 75 shaly sandstones of this study. Porosity ranges from 2 to 30 percent, and clay content ranges from 0 to about 50 percent.

Figure 4.2 Measured P-wave velocity versus porosity for 10 clean sandstones at Pe = 5 MPa.

Figure 4.3 Measured S-wave velocity versus porosity for 10 clean sandstones at Pe = 5 MPa.

Figure 4.4 Plot of $V_p/V_s$ ratio versus porosity for 10 clean sandstones at Pe = 5 MPa.

Figure 4.5 Measured P-wave velocity versus porosity color-coded with clay content for shaly sandstones at Pe = 5 MPa.

Figure 4.6 Measured S-wave velocity versus porosity color-coded with clay content for shaly sandstones at Pe = 5 MPa.

Figure 4.7 Plot of $V_p/V_s$ versus porosity color-coded with clay content for shaly sandstones at Pe = 5 MPa.

Figure 4.8 Plot of $V_p$ and $V_s$ versus pressure for shaly sandstone samples using an empirical relation when porosity =0.2 and clay content =0.2.

Figure 4.9 Plot of $V_p/V_s$ versus pressure for shaly sandstones using an empirical relation when porosity =0.2 and clay content =0.2.
Figure 4.10 Plot of $V_p$ and $V_s$ versus pressure for clean sandstones using an empirical relation when porosity = 0.2.

Figure 4.11 Plot of $V_p/V_s$ ratio versus pressure for clean sandstones using an empirical relation when porosity = 0.2.

Figure 4.12 Correlation between $V_p/V_s$ ratio and porosity for the whole dataset at Pe = 5 MPa and 50 MPa (Han et al., 1986).

Figure 4.13 Correlation between $V_p/V_s$ ratio and clay content for the whole dataset at Pe = 5 MPa and 50 MPa (Han et al., 1986).

Figure 4.14 $V_p/V_s$ ratio histograms for 5 MPa, 10 MPa, 20 MPa, 30 MPa, 40 MPa, and 50 MPa pressure. Note that $V_p/V_s$ ratio increases with differential pressure (Han et al., 1986).

Figure 5.1 Calculated fluid indicators for Class III sand model (4000 ft depth). 1. $V_p$, 2. $V_s$, 3. $(V_p/V_s)$, 4. $\rho$, 5. $Ip$, 6. $Is$, 7. $\mu\rho$, 8. $\lambda\rho$, 9. $K$, 10. $\mu$, 11. $\lambda$, 12. $\lambda/\mu$, 13. Poisson’s ratio ($\sigma$), 14. $K - \mu$, 15. $ Ip^2 - c*Is^2$, 16. Fluid factor ($\Delta F$).

Figure 5.2 Calculated fluid indicators for Class II sand model (9000-ft depth). 1. $V_p$, 2. $V_s$, 3. $(V_p/V_s)$, 4. $\rho$, 5. $Ip$, 6. $Is$, 7. $\mu\rho$, 8. $\lambda\rho$, 9. $K$, 10. $\mu$, 11. $\lambda$, 12. $\lambda/\mu$, 13. Poisson’s ratio ($\sigma$), 14. $K - \mu$, 15. $ Ip^2 - c*Is^2$, 16. Fluid factor ($\Delta F$).

Figure 5.3 Calculated fluid indicators for Class I sand model (14000-ft depth). 1. $V_p$, 2. $V_s$, 3. $(V_p/V_s)$, 4. $\rho$, 5. $Ip$, 6. $Is$, 7. $\mu\rho$, 8. $\lambda\rho$, 9. $K$, 10. $\mu$, 11. $\lambda$, 12. $\lambda/\mu$, 13. Poisson’s ratio ($\sigma$), 14. $K - \mu$, 15. $ Ip^2 - c*Is^2$, 16. Fluid factor ($\Delta F$).

Figure 5.4 Fluid indicators coefficient versus pressure. Observe that the indicator: $ Ip^2 - c*Is^2$ is the most effective indicator.

Figure 5.5 Crossplot of fluid term ($\rho f = Ip^2 - 2.2333*Is^2$) versus P-wave impedance ($Ip$) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.

Figure 5.6 Crossplot of fluid term ($K - \mu$) versus P-wave impedance ($Ip$) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.
Figure 5.7 Crossplot of fluid term (λρ) versus P-wave impedance (Ip) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.

Figure 5.8 Crossplot of fluid term (ρf = Ip² - 2.2333*Is²) versus P-wave impedance (Ip) color-coded with porosity for dry and wet sandstone samples at Pe=5 MPa.

Figure 5.9 Crossplot of fluid term (ρf = Ip² - 2.2333*Is²) versus P-wave impedance (Ip) color-coded with porosity for dry and wet sandstone samples at Pe=50 MPa.

Figure 5.10 Crossplot of fluid term (ρf, c = 2.8) versus P-wave impedance (Ip) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.

Figure 5.11 Crossplot of fluid term (ρf, c = 2.333) versus P-wave impedance (Ip) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.

Figure 5.12 Crossplot of fluid term (ρf, c = 2.233) versus P-wave impedance (Ip) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.

Figure 5.13 Crossplot of fluid term (ρf, c = 2) versus P-wave impedance (Ip) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.

Figure 6.1 Paleogeography of Lower Cretaceous during the formation of the Glauconitic incised-valley system and location of Blackfoot area.

Figure 6.2 Schematic stratigraphy of the Glauconitic incised valley system.

Figure 6.3 The time structure for the Ostracod horizon (upper valley) and well locations.

Figure 6.4 Seismic section across the well 08-08 with Ostracod and Mississippian horizons and resistivity well log.

Figure 6.5 Time slices from P-wave stack which show the upper valley (left) and lower valley (right). The low amplitude maps the porous sandstone in the Glauconitic channel system.

Figure 6.6 The waveform and the spectrum for the extracted wavelet for the near offset at the location of well 08-08.

Figure 6.7 Well calibrations for well 08-08. Well logs were blocking processed. Synthetic is displayed in blue and extracted seismic trace is displayed in red.

Figure 6.8 Inverted P-wave and S-wave impedance, velocity and density logs (in red) and the original ones (in blue) using pre-stack seismic inversion for well 08-08.
Figure 6.9 In-line 85 cross section of the inverted P-wave impedance ($I_P$) with well tops and resistivity well log superimposed.

Figure 6.10 In-line 85 cross section of the inverted S-wave impedance ($I_S$) with well tops and resistivity well log superimposed.

Figure 6.11 Time slices of P-wave impedance (left) and S-wave impedance (right) at upper valley level with well locations.

Figure 6.12 The estimated ($c$) value and gamma, density and lithology well logs for 08-08 well.

Figure 6.13 Crossplot of ($c$) value versus porosity for well 08-08, depth interval: 1500 m - 1750 m.

Figure 6.14 Comparison between P-wave velocity ($V_p$), Lambda*Rho ($\lambda \rho$), Poisson’s ratio ($\sigma$), $K - \mu$, $V_p/V_s$ and $I_P^2 - c^2 I_S^2$ for well 08-08.

Figure 6.15 Crossplot of fluid term Rho*f ($\rho_f$) versus skeleton term Rho*s ($\rho_s$) for well 08-08.

Figure 6.16 Time slices of fluid term ($\rho_f$, $c=2.333$) for the upper valley (left) and lower valley (right) with well locations.

Figure 6.17 Time slices of skeleton term ($\rho_s$) for the upper valley (left) and lower valley (right) with well locations.

Figure 6.18 The crossplot (above) of the fluid term ($\rho_f$) versus the skeleton term ($\rho_s$) for the upper valley. Polygon in blue means the low fluid term. The blue color on the seismic cross section (bottom) is correspondent with the blue rectangle in the crossplot.

Figure 6.19 Time slices of fluid term ($\rho_f$, $c=1.0$) for the upper valley (left) and lower valley (right) with well locations.

Figure 6.20 Time slices of fluid term ($\rho_f$, $c=2.0$) for the upper valley (left) and lower valley (right) with well locations.

Figure 6.21 Time slices of fluid term ($\rho_f$, $c=2.233$) for the upper valley (left) and lower valley (right) with well locations.

Figure 6.22 Time slices of fluid term ($\rho_f$, $c=3.0$) for the upper valley (left) and lower valley (right) with well locations.
**List of Symbols, Abbreviations and Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>Bulk modulus of pore space</td>
</tr>
<tr>
<td>$K_{sat}$</td>
<td>Bulk modulus of saturated rock</td>
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</tr>
<tr>
<td>$AI$</td>
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CHAPTER 1: INTRODUCTION

1.1 Thesis objective

The use of seismic shear waves has been known for decades as a promising method to extract rock information that infers the hydrocarbon content in a potential reservoir. However, its popularity has been limited by its higher recording cost and processing difficulties. In contrast, methods related to AVO (amplitude versus offset) using the conventional compressional seismic wave to extract shear wave information have become more popular because of its lower acquisition cost and a more straightforward analysis. This thesis focuses on the AVO method and introduces a refined processing method. AVO methods were introduced to make up for the limitation of the horizontal stacking technique. Although horizontal stacking improves the signal–noise ratio of the seismic profile, it removes the valuable information embedded in the pre-stack gathers by computing the average amplitude for various offsets instead of the amplitude for the zero offset. Therefore, the horizontal stacking technique can’t give the exact information for hydrocarbon and lithology discrimination.

At the early stage of AVO technology, bright spot, phase reversal, and dim out anomalies were largely used to recognize hydrocarbon anomalies on stacked seismic profiles. These three anomalies correspond to Rutherford and Williams’s AVO classification: Class III (bright spot), Class II (phase reversal), and Class I (dim out).

Standard AVO methods used in the industry arise from the Zoeppritz equations. The Zoeppritz equations relate wave amplitudes of a reflected P-wave as a function of incident angle and rock properties. However, the formulation is quite complex and does not give us an intuitive understanding how these amplitudes relate to various rock
properties and incident angle. Over the years, to simplify the computations, a number of linearized approximations to Zoeppritz equations have been developed to give more insight into the parameters that control amplitude changes with offset or incident angle. Based on these approximations, numerous fluid terms are estimated to help to discriminate hydrocarbon anomalies from the non-reservoir background.

In the first phase of the AVO application, the emphasis was on studying the variations between the P-wave velocity or impedance and the S-wave velocity or impedance to identify hydrocarbon anomalies related to the pore fluid changes and lithology variation. The intercept-gradient method proposed by Shuey (1985) was used to extract P-wave and S-wave reflectivities. The fluid factor method proposed by Smith and Gidlow (1987) gave us an alternative way to identify fluid anomalies. Other methods included \( V_p / V_s \) ratio, Poisson’s ratio reflectivity (Hilterman, 1989), and impedance contrast (Fatti et al., 1994). Elastic impedance, proposed by Connolly (1999), provided another approach to identify hydrocarbon anomalies using a partial stacking method.

Later, efforts to study the Lamé parameters: incompressibility (\( \lambda \)), rigidity (\( \mu \)), and bulk modulus (\( K \)) attracted industry attention. It has been known that velocity is the main factor that dominates the wave propagation. In fact, the underlying physics demonstrates that the wave propagation is controlled by the Lamé parameters: incompressibility (\( \lambda \)), rigidity (\( \mu \)), and density (\( \rho \)). Goodway et al. (1997) used Fatti et al.’s approximation to estimate the P-wave and S-wave impedance and further to derive the \( \lambda \rho \) and \( \mu \rho \) for fluid discrimination (LMR method). The \( \lambda \rho \) term, dependent on the combination of rock matrix and fluid, is often called fluid term and the \( \mu \rho \) term, only dependent on the rock
matrix, is called the lithology term. Goodway et al. argued that the LMR ratio ($\lambda / \mu$) is the best fluid indicator to discriminate the fluid content in the porous sandstone. Gray et al. (1999) reformulated the Zoeppritz’s equation in terms of incompressibility reflectivity $\Delta \lambda / \lambda$, rigidity reflectivity $\Delta \mu / \mu$, bulk modulus reflectivity $\Delta K / K$, and density reflectivity $\Delta \rho / \rho$. These parameters offer an intuitive discrimination for the fluid changes in the porous sandstone, and also avoid squaring the impedances, thus enhancing noise, as is necessary in Goodway et al.’s method.

Recently, the research interest has moved to extracting pure fluid term using the theory of poroelasticity. The pore space modulus ($K_p$) method proposed by Hedlin (2000), the $K - \mu$ method proposed by Batzle et al. (2001), and the generalized fluid method proposed by Russell et al. (2003) used the standard poroelasticity theory (Biot, 1941, and Gassmann, 1951) to derive the pure fluid term which provides a direct look at the effect of pore fluid on the bulk modulus. The first two methods (Hedlin, 2000, Batzle et al., 2001) were derived under some assumptions. The pore space modulus method was based on the assumption: $K_{\text{dry}} / \mu = 0.9$ whereas the $K - \mu$ method was based on the assumption: $K_{\text{dry}} / \mu = 1.0$. To generalize these two methods, the generalized fluid method uses the scaling factor $(V_p / V_s)_{\text{dry}}^2$ to derive the generalized fluid method. The value of $(V_p / V_s)_{\text{dry}}^2$ depends on the dry rock property in the local reservoir and can be calibrated using core sample and well logs.
Although there are various methods to derive fluid terms to identify the fluid anomaly, these methods are based on various assumptions and which one is more sensitive to the fluid content in the pore space is still under debate. The objectives of this study are to:

1. Summarize various fluid discriminators and describe their theory background.
2. Use various datasets, such as laboratory measurements, well logs, and seismic data, to study the sensitivity of each fluid term to the fluid content.
3. Study the generalized fluid method proposed by Russell et al. (2003) to find the optimal value for $(V_p / V_s)^2_{dry}$.

1.2 Data used

Hilterman’s (2001) Class I, II, and III sand models derived from Gulf of Mexico were used to diagnose the sensitivity of each fluid indicator to the hydrocarbons in the gas and wet sandstones.

To diagnose the sensitivity of the generalized fluid term with other fluid indicators, Han’s dataset (Han et al., 1986), which covers a wide range of porosities and clay contents at different pressure, was used. These samples are used not only for calculating the fluid terms but also for investigating the effect of clay content, porosity, and pressure on the value of $(V_p / V_s)^2_{dry}$ for the dry sandstone.

The Blackfoot 3C-3D P-P data shoot in 1995 was used to derive P-wave impedance, S-wave impedance, and fluid terms using the optimal value of $(V_p / V_s)^2_{dry}$ based on the well logs. The objective is to use the generalized fluid method to image the extension of porous sandstone within the Glauconitic incised valley system and the fluid information within the channel system in the Blackfoot area.
1.3 Hardware and software used

The work presented in this thesis was created on a Sun Microsystems network operated by the CREWES Project of the Department of Geology and Geophysics at University of Calgary. Crossplot analysis and regression analysis using the laboratory measurements and numerical examples were done in the MATLAB programming language. The well log data were loaded and stored using Geoview from Hampson-Russell Software Ltd. The Blackfoot 3C-3D data were processed to limited-offset gathers on PROMAX and VISTA. AVO analysis and AVO attributes were derived from the AVO package from Hampson-Russell Software Ltd. The P-P pre-stack inversion was performed using Strata package from Hampson-Russell Software Ltd. Word processing and thesis assembly was done on a PC based computer using Microsoft WORD.

1.4 Thesis organization

This thesis was divided into six chapters with this first chapter forming an introduction. Chapter 2 covers the basic principles of AVO and the previous fluid discrimination methods derived from AVO. In Chapter 2 various approximations of Zoeppritz’s equation are reviewed and methodologies for the fluid discrimination were summarized. Chapter 3 deals with the Biot-Gassmann theory and methodology of the generalized fluid method proposed by Russell et al. (2003). In Chapter 4, Han’s dataset (Han et al., 1986) is used to investigate the effect of clay content, porosity, and pressure on the P-wave and S-wave velocity ratio for dry sandstones, which is scale factor for the generalized fluid term calculation. In Chapter 5, numerical examples and lab measurements are used to diagnose the sensitivity of the generalized fluid term with other fluid indicators. Chapter 6 covers a real seismic data example for the generalized fluid method to map the upper
and lower valley porous sandstone in the Glauconitic valley system and fluid information inside the channel system, using the Blackfoot dataset.

1.5 The contribution of this thesis

The key issue in the generalized fluid method proposed by Russell et al. (2003) is to derive an accurate value for P-wave and S-wave velocity ratio \((V_p / V_s)_{dry}\) for the dry rock. In this study Han’s dataset (Han et al., 1986) was used to better understand the effect of clay content, porosity, and pressure on the compressional velocity, shear velocity, and \((V_p / V_s)_{dry}\) for the dry sandstone. Through this study it can be concluded that \((V_p / V_s)_{dry}\) for the dry sandstone increases with porosity and decreases with clay content. The average value of \((V_p / V_s)_{dry}\) for the dry clean sandstone is around 1.52 and 1.55 for the dry shaly sandstone.

The generalized fluid method was applied to the numerical examples of Class I, II, and III sand models given by Hilterman (2001) and Han’s dataset (Han et al., 1986) to diagnose the sensitivity of the generalized fluid term with other fluid indicators. Through this study, it can be concluded that porosity, clay content, and pressure will affect the discrimination capability of the generalized fluid method. The analysis results also show there is a great deal of equivalence between fluid indicators: \(Ip^2 - c * Is^2\), \(K - \mu\), \(\lambda \rho\), \(\lambda / \mu\). For the core measurements of sandstones, the attribute \(Ip^2 - c * Is^2\) is the most sensitive fluid term in absolute terms. However, most of these indicators give the similar results in magnitude and each can give us insights into the meaning of the others.

The generalized fluid method was also applied to the Blackfoot P-P seismic data in order to map the upper and lower incised valleys and to identify the fluid information within
the incised valley system. The results showed the successful discriminate of the upper and lower incised valleys from the background and the heterogeneity inside the channel system.

The main contributions of this thesis are as follows:

1. The optimal \((V_p / V_s)_{dry}\) value for the dry sandstone for extracting the exact fluid term using the generalized fluid method is determined and the effect of clay content, porosity, and pressure on the compressional velocities, shear velocity, and \((V_p / V_s)_{dry}\) of sandstones is also determined.

2. The fluid discrimination capability for various fluid indicators and their inherent connection with each other is examined.

3. The generalized fluid method is applied to the real seismic data to derive the fluid term and to investigate its feasibility and veracity.

4. It is determined that, compared with other fluid indicators, the generalized fluid method can successfully discriminate the upper and lower incised valleys from the background and the fluid information inside the channel system, when used on the Blackfoot P-P seismic data.
CHAPTER TWO: AVO THEORY AND FLUID EXTRACTION METHODS

2.1 Introduction

This chapter will review various linearized approximations to the Zoeppritz equations and discuss the connections between these approximations. All these approximations reformulate the linearized Zoeppritz equations in different terms to emphasize each term’s contribution to the amplitude variations using different assumptions. Summarizing all these approximations, the generalized linearized equation proposed by Russell et al. (2006) is also introduced.

This chapter also covers various fluid indicators derived from these approximations to the Zoeppritz equations. Some fluid indicators relate the presence of hydrocarbon to the direct AVO response, such as bright-spot and dim-out. Some fluid indicators, such as $V_p/V_s$ ratio and Fluid factor, are used to measure the effect of fluid saturation on the seismic properties. Furthermore, some indicators relate the presence of hydrocarbon to the more intuitive physical parameters, such as incompressibility ($\lambda$) and bulk modulus ($K$). All these fluid indicators have been successfully used to discriminate the hydrocarbon-charged reservoir from the background or wet sand and cross plot analysis of these parameters allows us to highlight the anomalies which infer the fluid content.

2.2 The linearized AVO equation

Knott (1899) and Zoeppritz (1919) developed the theoretical work necessary for AVO theory based on an earth model of a two layer elastic medium with a single horizontal interface. They developed equations for plane-wave reflection amplitude variation as a function of incident angle. Koefoed (1955) described the relationship between the amplitude variation with offset and change in Poisson’s ratio across the boundary.
Koefoed’s results were based on the exact Zoeppritz equations. The conclusions drawn by Koefoed are the basis of today’s AVO interpretation. Afterwards, Bortfeld (1961) derived a linearized approximation to the Zoeppritz equations, which is the basis of other approximations.

2.2.1 The Zoeppritz equations

The Zoeppritz equations describe the amplitudes of the reflected and transmitted P-wave and S-wave when a P-wave is incident at a boundary between two elastic media. In general, this process will produce two reflected waves and two transmitted waves. The energy of the incident wave is divided among these four components in proportion which depend on the P-wave and S-wave velocities, density, and the angle of incidence. Figure 2.1 illustrates the reflection, transmission, and mode conversion of a P-wave at a boundary.

Figure 2.1 The partition of energy among reflected and transmitted P-wave and S-wave at a layer boundary.
The Zoeppritz equations provide the exact solution for the energy partition among the reflected and transmitted P-waves and S-waves but have a complicated form which are expressed in equation (2.1):

\[
\begin{bmatrix}
R_p \\
R_s \\
T_p \\
T_s
\end{bmatrix} = \begin{bmatrix}
-\sin \theta_1 & -\cos \phi_1 & \sin \theta_2 & \cos \phi_2 \\
\cos \theta_1 & -\sin \phi_1 & \cos \theta_2 & -\sin \phi_2 \\
\sin 2\theta_1 V_{p1} \cos 2\phi_1 & \rho_2 V_s^2 V_{s2}^2 V_{p1} \sin 2\theta_2 & \rho_2 V_s^2 V_{p2} \cos 2\phi_2 & -\sin \phi_2 \\
-\cos 2\phi_1 V_{s1} \sin 2\phi_1 & \rho_2 V_{p2} \cos 2\phi_2 & \rho_1 V_{p1} \sin 2\phi_2 & \cos 2\phi_1
\end{bmatrix}^{-1} \begin{bmatrix}
\sin \theta_1 \\
\cos \theta_1 \\
\sin 2\theta_1 \\
\cos 2\phi_1
\end{bmatrix}, \quad (2.1)
\]

where, the four unknown values \(R_p\), \(R_s\), \(T_p\), and \(T_s\) are reflected P-wave, reflected S-wave, transmitted P-wave, and transmitted S-wave amplitudes, \(V_{p1}\) and \(V_{s1}\) are P-wave and S-wave velocities for the top layer, \(V_{p2}\) and \(V_{s2}\) are P-wave and S-wave velocities for the bottom layer. \(\rho_1\) and \(\rho_2\) are densities for the top and bottom layers. The angles \(\theta_1\), \(\theta_2\), \(\phi_1\), and \(\phi_2\) are denoted in Figure 2.1. These equations require the continuity of normal and tangential components of displacements and stress. They assume a plan wave at the interface of two homogenous, isotropic, elastic, and lossless media.

### 2.2.2 Bortfeld approximation

The Zoeppritz equations allow us to understand how the amplitude of the reflected P-wave changes with the incident angle. The non-linearized form of the Zoeppritz equations are so complicated that they don’t give us an intuitive understanding of how these amplitude changes relate to various rock properties. Over the years, a number of linearized approximations to the Zoeppritz equations have been made, which make the interpretation more intuitive. Among them, the first approximation to the Zoeppritz equation for P-P reflection amplitude is reformulated by Bortfeld (1961):
\[ R(\theta_i) = \frac{1}{2} \ln \left( \frac{V_{p2} V_{22} \cos \theta_2}{V_{p1} V_{11} \cos \theta_1} \right) + 2 \ln \frac{\frac{V_{p2} V_{p2} V_{21}}{V_{p1} V_{p1} V_{11}}}{\frac{V_{p2} V_{p2} V_{11}}{V_{p1} V_{p1} V_{11}}} \]  

\[ = \frac{\ln \rho_2 - \ln \rho_1}{\ln \frac{V_{p2} V_{p2} V_{21}}{V_{p1} V_{p1} V_{11}}} \]  

\[ V_{s1}^2 - V_{s2}^2 \sin^2 \theta_1, \quad (2.2) \]

where, \( V_{p1} \) and \( V_{s1} \) are P-wave and S-wave velocities for the top layer, \( V_{p2} \) and \( V_{s2} \) are P-wave and S-wave velocities for the bottom layer; \( \rho_1 \) and \( \rho_2 \) are densities for the top and bottom layers; \( \theta_1 \) and \( \theta_2 \) are the reflection and transmission angles for P-wave.

The first term in the Bortfeld’s approximation is mainly related to the P-wave velocity and so called the fluid term whereas the second term is mainly related to the S-wave velocity and so called the rigidity term. Although the Bortfeld’s approximation provides us an insight into the amplitude variation as a function of rock properties, it does not explicitly indicate the amplitude variation with the incident angle.

### 2.2.3 Aki-Richards-Frasier approximation

The Bortfeld approximation was further reformulated by Richards and Frasier (1976) and re-published by Aki and Richards (1980). The Aki-Richards-Frasier approximation is written in three terms, the first term involving P-wave velocity, the second term involving S-wave velocity, and the third term involving density. Their formula can be written as:

\[ R(\theta) = \left[ \frac{1}{2} \left( 1 + \tan^2 \theta \right) \right] \frac{\Delta V_p}{V_p} - \left[ \frac{4 V_s^2}{V_p^2} \sin^2 \theta \right] \frac{\Delta V_s}{V_s} \]  

\[ + \left[ \frac{1}{2} \left( 1 - 4 \frac{V_s^2}{V_p^2} \sin^2 \theta \right) \right] \frac{\Delta \rho}{\rho}, \quad (2.3) \]

where \( V_p = (V_{p1} + V_{p2})/2 \), average P-wave velocity, \( \Delta V_p = V_{p2} - V_{p1} \)

\( V_s = (V_{s1} + V_{s2})/2 \), average S-wave velocity, \( \Delta V_s = V_{s2} - V_{s1} \), \( \rho = (\rho_1 + \rho_2)/2 \), average
density, $\Delta \rho = \rho_2 - \rho_1$, and $\theta = (\theta_1 + \theta_2)/2$, average of the incidence and transmission angles for P-wave.

The Aki-Richards-Frasier approximation attributed the amplitude variation to the separate variation in the P-wave velocity, S-wave velocity, and density. Equation (2.3) can be used to derive P-wave reflectivity, S-wave reflectivity, and density reflectivity. However, in practice, it is not easy to derive the three terms because the coefficient of first term and third term are very close for moderate incident angles (i.e. less than 30 degrees), which make the inversion process unstable.

2.2.4 Shuey’s approximation

The Shuey’s approximation (Shuey, 1985) gave the explicit form relating the amplitude variation to the incident angle:

$$R(\theta) = \left[ \frac{1}{2} \left( \frac{\Delta V_p}{V_p} + \frac{\Delta \rho}{\rho} \right) \right] + \left[ \frac{1}{2} \frac{\Delta V_1}{V_1} - 4 \frac{V_s^2}{V_p^2} \frac{\Delta V_s}{V_s} - 2 \frac{V_s^2}{V_p^2} \frac{\Delta \rho}{\rho} \right] \sin^2 \theta$$

$$+ \left[ \frac{1}{2} \frac{\Delta V_p}{V_p} \right] \left[ \tan^2 \theta - \sin^2 \theta \right] \quad (2.4)$$

Afterwards, equation (2.4) was rewritten in term of Poisson’s ratio rather than S-wave velocity:

$$R(\theta) = \left[ \frac{1}{2} \left( \frac{\Delta V_p}{V_p} + \frac{\Delta \rho}{\rho} \right) \right]$$

$$+ \left[ \frac{1}{2} \frac{\Delta V_p}{V_p} \right] \left[ 2 \frac{\Delta V_p}{V_p} + \frac{\Delta \rho}{\rho} \left( \frac{1 - 2\sigma}{1 - \sigma} \right) + \frac{\Delta \sigma}{(1 - \sigma)^2} \right] \sin^2 \theta,$$

$$+ \frac{\Delta V_p}{2V_p} \left( \tan^2 \theta - \sin^2 \theta \right) \quad (2.5)$$

Setting the S-wave to P-wave velocity ratio $V_s/V_p = 0.5$ and dropping the third term when the incident angle is less than 30 degrees, equation (2.4) can be rewritten as:
(2.6) \[ R(\theta) = \frac{1}{2} \left( \frac{\Delta V_p}{V_p} + \frac{\Delta \rho}{\rho} \right) \left( \frac{1}{2} \left( \frac{\Delta V_p}{V_p} - \frac{\Delta V_s}{V_s} - \frac{1}{2} \frac{\Delta \rho}{\rho} \right) \right) \sin^2 \theta. \]

Since the linearized P-wave and S-wave reflectivity can be written as:

\[ R_p \equiv \frac{1}{2} \left( \frac{\Delta V_p}{V_p} + \frac{\Delta \rho}{\rho} \right), \quad \text{and} \]
\[ R_s \equiv \frac{1}{2} \left( \frac{\Delta V_s}{V_s} + \frac{\Delta \rho}{\rho} \right). \]

(2.7) \hspace{1cm} (2.8)

We can substitute equation (2.7) and equation (2.8) into equation (2.6) to get:

\[ R(\theta) = R_p + (R_p - 2R_s) \sin^2 \theta = R_p + G \sin^2 \theta, \]

(2.9)

where \( G = R_p - 2R_s, \) \( R_s = (R_p - G)/2. \)

Considering \( \sin^2 \theta \) as a variable, linear regression can be performed on equation (2.9) to estimate intercept \( R_p \) and gradient \( G. \) Given AVO intercept \( R_p \) and AVO gradient \( G \) attributes, shear wave reflectivity \( R_s \) can be derived using the equation: \( R_s = (R_p - G)/2. \)

2.2.5. Hilterman’s approximation

Using the assumption: \( V_p/V_s = 2, \) Hilterman (1995) rearranged Shuey’s equation to another popular approximation to solve for delta Poisson’s ratio reflectivity:

\[ R(\theta) = R_p \cos^2 \theta + \frac{\Delta \sigma}{(1 - \sigma)^2} \sin^2 \theta. \]

(2.10)

The delta Poisson’s ratio reflectivity in equation (2.10) can be defined as:

\[ \frac{\Delta \sigma}{(1 - \sigma)^2} = 8 \left( \frac{V_s}{V_p} \right)^2 (R_p - R_s), \]

(2.11)

where \( R_p \) and \( R_s \) are the normal incident reflectivities for P-wave and S-wave, respectively.
Equation (2.10) highlights the Poisson’s ratio change, which is indicative of fluid content or lithology changes.

### 2.2.6 Smith and Gidlow approximation

Smith and Gidlow (1987) gave another approximation based on the Aki and Richards equation. They first rearranged the equation as:

\[
R(\theta) = \left[ \frac{1}{2} \left( \frac{\Delta V_p}{V_p} + \frac{\Delta \rho}{\rho} \right) - 2 \frac{V_s^2}{V_p^2} \left( \frac{\Delta V_s}{V_s} + \frac{\Delta \rho}{\rho} \right) \right] \sin^2 \theta + \frac{1}{2} \frac{\Delta V_p}{V_p} \tan^2 \theta. \tag{2.12}
\]

And then they simplified equation (2.12) by removing the dependence on density by using Gardner’s relationship:

\[
\rho = a V_p^{1/4}. \tag{2.13}
\]

Equation (2.13) can be differentiated to give:

\[
\frac{\Delta \rho}{\rho} = \frac{1}{4} \frac{\Delta V_p}{V_p}. \tag{2.14}
\]

Substituting equation (2.14) into equation (2.12) gives:

\[
R(\theta) = c \frac{\Delta V_p}{V_p} + d \frac{\Delta V_s}{V_s}, \tag{2.15}
\]

where \( c = 5/8 - 1/2 \left( \frac{V_s^2}{V_p^2} \right) \sin^2 \theta + 1/2 \tan^2 \theta \) and \( d = -4 \left( \frac{V_s^2}{V_p^2} \right) \sin^2 \theta \).

Using equation (2.15), P-wave reflectivity \( \Delta V_p/V_p \) and S-wave reflectivity \( \Delta V_s/V_s \) can be estimated by least-squares regression. Smith and Gidlow also derived two other attributes (Pseudo-Poisson’s ratio reflectivity and the fluid factor) to infer the fluid content.

### 2.2.7 Fatti et al.’s approximation

Aki-Richards approximation was rearranged into equation (2.16) by Fatti et al. (1994):
Equation (2.16) can be simplified by dropping the third term in the equation when the incident angle is less than 30 degrees:

\[
R(\theta) = \frac{1}{2} [1 + \tan^2 \theta] \frac{\Delta I_p}{I_p} + 4 \frac{V_s^2}{V_p^2} \sin^2 \theta \frac{\Delta I_s}{I_s} - \left[ \frac{1}{2} \tan^2 \theta - 2 \frac{V_s^2}{V_p^2} \sin^2 \theta \right] \frac{\Delta \rho}{\rho}.
\]  
\text{(2.17)}

Equation (2.17) is often used to derive P-wave and S-wave reflectivities, and then to estimate the P-wave and S-wave impedance.

### 2.2.8 Gray’s approximation

Gray et al. (1999) formulated Aki-Richards approximation in terms of incompressibility (\(\lambda\)), rigidity (\(\mu\)), bulk modulus (\(K\)), and density (\(\rho\)):

\[
R(\theta) = \left[ \frac{1}{4} - \frac{1}{2} \frac{V_s^2}{V_p^2} \right] \sec^2 \theta \frac{\Delta \lambda}{\lambda} + \frac{V_s^2}{V_p^2} \left[ \frac{1}{2} \sec^2 \theta - 2 \sin^2 \theta \right] \frac{\Delta \mu}{\mu}, \text{ and} \quad (2.18)
\]

\[
R(\theta) = \left[ \frac{1}{4} - \frac{1}{3} \frac{V_s^2}{V_p^2} \right] \sec^2 \theta \frac{\Delta K}{K} + \frac{V_s^2}{V_p^2} \left[ \frac{1}{3} \sec^2 \theta - 2 \sin^2 \theta \right] \frac{\Delta \mu}{\mu} + \left[ \frac{1}{2} - \frac{1}{4} \sec^2 \theta \right] \frac{\Delta \rho}{\rho}.
\]  
\text{(2.19)}

Equation (2.18) and equation (2.19) give the explicit forms relating the amplitude variation to the elastic rock parameters and incident angle. However, the challenge of this method is to get the appropriate value for \(V_s/V_p\) ratio because the inaccuracy of the \(V_s/V_p\) ratio will affect the inversion process (Gray et al., 1999).
2.2.9 The general linearized equation

As just shown, there are numerous linearized approximations of the Zoeppritz equation, each with a different emphasis. Bortfeld’s equation (1961) emphasized the fluid and rigidity terms, which provided insight when interpreting fluid substitution, while Aki and Richards’ equation (1980) emphasized the contribution of variations in the P-wave and S-wave velocities and density. Shuey’s equation (1985) relates the amplitude variation to changes in Poisson’s ratio, P-wave velocity, and density. The equation proposed by Smith and Gidlow (1987) can be used to extract P-wave and S-wave velocity reflectivities and then to derive the fluid factor. Fatti et al.’s equation (1994) gives us a direct estimation of P-wave impedance and S-wave impedance, based on which Goodway et al. (1997) proposed LMR method. Hilterman’s approximation (1995) can be used to derive P-wave reflectivity and Poisson’s reflectivity. Gray et al.’s equation (1999) is used to extract Lambda reflectivity $\Delta \lambda / \lambda$, Mu reflectivity $\Delta \mu / \mu$, and bulk modulus reflectivity $\Delta K / K$.

To generalize the linearized approximations above, Russell et al. (2006) expressed the Zoeppritz equation in three terms:

$$ R(\theta) = aR_1 + bR_2 + cR_3. \quad (2.20) $$

where $a$, $b$, and $c$ are the coefficient which are functions of incident angle and $(Vp/Vs)^2$, $R_i$ are reflectivity terms for the rock properties. Table 2.1 and Table 2.2 summarize the corresponding terms for $a$, $b$, $c$ and $R_i$ for each approximation.
Table 2.1 $R_i$ terms for the general linearized equation (Modified from Russell et al., 2006).

<table>
<thead>
<tr>
<th>Approximations</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>Assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aki-Richards (1980)</td>
<td>$\frac{\Delta V_p}{V_p}$</td>
<td>$\frac{\Delta V_s}{V_s}$</td>
<td>$\frac{\Delta \rho}{\rho}$</td>
<td>From Bortfeld’s approximation</td>
</tr>
<tr>
<td>Shuey (1985)</td>
<td>$\frac{\Delta I_p}{I_p}$</td>
<td>$\frac{\Delta I_p}{I_p} - 2 \frac{\Delta I_s}{I_s}$</td>
<td>$\frac{\Delta V_p}{2V_p}$</td>
<td>The third term can be ignored for $\theta &lt; 30^\circ$; Assume $V_p/V_s = 2$</td>
</tr>
<tr>
<td>Smith and Gidlow (1987)</td>
<td>$\frac{\Delta V_p}{V_p}$</td>
<td>$\frac{\Delta V_s}{V_s}$</td>
<td>$\frac{\Delta V_p}{2V_p}$</td>
<td>Gardner’s relationship for density; No assumption for incident angle</td>
</tr>
<tr>
<td>Fatti et al. (1994)</td>
<td>$\frac{\Delta I_p}{I_p}$</td>
<td>$\frac{\Delta I_s}{I_s}$</td>
<td>$\frac{\Delta \rho}{\rho}$</td>
<td>The third term can be ignored for $\theta &lt; 30^\circ$</td>
</tr>
<tr>
<td>Hilterman (1995)</td>
<td>$\frac{\Delta I_p}{I_p}$</td>
<td>$\frac{\Delta \sigma}{(1-\sigma)^2}$</td>
<td>0</td>
<td>From Shuey’s approximation Assume $V_p/V_s = 2$</td>
</tr>
<tr>
<td>Gray ($\lambda\mu\rho$) (1999)</td>
<td>$\frac{\Delta \lambda}{\lambda}$</td>
<td>$\frac{\Delta \mu}{\mu}$</td>
<td>$\frac{\Delta \rho}{\rho}$</td>
<td>No assumption</td>
</tr>
<tr>
<td>Gray ($K\mu\rho$) (1999)</td>
<td>$\frac{\Delta K}{K}$</td>
<td>$\frac{\Delta \mu}{\mu}$</td>
<td>$\frac{\Delta \rho}{\rho}$</td>
<td>No assumption</td>
</tr>
</tbody>
</table>
Table 2.2 Terms $a$, $b$, and $c$ for the general linearized equation (Modified from Russell et al., 2006).

<table>
<thead>
<tr>
<th>Approximations</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aki-Richards (1980)</td>
<td>$\frac{\sec^2 \theta}{2}$</td>
<td>$-\frac{4}{\gamma^2_{sat}} \sin^2 \theta$</td>
<td>$\frac{1}{2} - \frac{2}{\gamma^2_{sat}} \sin^2 \theta$</td>
</tr>
<tr>
<td>Shuey (1985)</td>
<td>$1$</td>
<td>$\sin^2 \theta$</td>
<td>$\tan^2 \theta - \sin^2 \theta$</td>
</tr>
<tr>
<td>Smith and Gidlow (1987)</td>
<td>$5 - \frac{1}{2} \frac{\sin^2 \theta}{\gamma^2_{sat}} + \frac{\tan^2 \theta}{2}$</td>
<td>$-\frac{4}{\gamma^2_{sat}} \sin^2 \theta$</td>
<td>$\tan^2 \theta$</td>
</tr>
<tr>
<td>Fatti et al. (1994)</td>
<td>$1 + \tan^2 \theta$</td>
<td>$-\frac{8}{\gamma^2_{sat}} \sin^2 \theta$</td>
<td>$\frac{2}{\gamma^2_{sat}} - \frac{1}{2} \tan^2 \theta$</td>
</tr>
<tr>
<td>Hilterman (1995)</td>
<td>$\cos^2 \theta$</td>
<td>$\sin^2 \theta$</td>
<td>$0$</td>
</tr>
<tr>
<td>Gray ($\lambda \mu \rho$) (1999)</td>
<td>$\left(\frac{1}{4} - \frac{1}{2\gamma^2_{sat}}\right) \sec^2 \theta$</td>
<td>$\frac{\sec^2 \theta - 4 \sin^2 \theta}{2 \gamma^2_{sat}}$</td>
<td>$\frac{1}{2} - \frac{1}{4} \sec^2 \theta$</td>
</tr>
<tr>
<td>Gray ($K \mu \rho$) (1999)</td>
<td>$\left(\frac{1}{4} - \frac{1}{3\gamma^2_{sat}}\right) \sec^2 \theta$</td>
<td>$\frac{\sec^2 \theta - 6 \sin^2 \theta}{3 \gamma^2_{sat}}$</td>
<td>$\frac{1}{2} - \frac{1}{4} \sec^2 \theta$</td>
</tr>
</tbody>
</table>
2.3 Early fluid extraction methods

2.3.1 Intercept and gradient

Intercept and gradient analysis is a well known standard approach for AVO analysis. The intercept and gradient can be derived using Shuey’s (1985) approximation (equation 2.4), which can be simplified as:

\[ R(\theta) = A + B \sin^2 \theta + C \sin^2(\theta) \tan^2(\theta), \]  

(2.22)

where \( R \) is the reflection coefficient, \( A \) is the normal incidence reflectivity or intercept, the same term \( R_p \) used in equation (2.9), \( B \) is the incident angle dependence term or gradient, the same term \( G \) used in equation (2.9), and \( C \) is a curvature term. For incident angles less than 30 degrees, the \( C \) term may be dropped.

Castagna and Smith (1994) argued that the product of \( A \) and \( B \) is often used to verify the classical bright spots because the low impedance gas sand encased in shale will have a larger negative intercept (\( A \)) and a larger negative gradient (\( B \)). Therefore, the product of \( A \) and \( B \) should be an excellent indicator for class III type gas sand. Furthermore, the combination of \( A \) and \( B \) also gives estimations for other attributes.

Assuming \( V_p/V_s = 2 \), the sum of \( A \) and \( B \) (\( A + B \)) will give an estimation of Poisson’s ratio reflectivity \( \Delta \sigma \) and the subtraction of \( B \) from \( A \) (\( A - B \)) will give the estimation of S-wave reflectivity (Castagna and Smith, 1994).

The crossplot of \( A \) versus \( B \) can reveal different AVO behaviours. Based on Castagna et al.’s (1998) analysis, there is a background trend line in the crossplot of \( A \) versus \( B \) for the wet sand and shale. This line is a function of the background \( V_p/V_s \) ratio. The deviation from the background trend line indicates the presence of hydrocarbon. This is
the basis of Smith and Gidlow’s (1987) fluid factor method and other related indicators to be discussed in the next section.

Figure 2.2 AVO intercept ($A$) versus gradient ($B$) crossplot showing four possible quadrants (Castagna et al., 1998).

Using the crossplot of $A$ versus $B$, hydrocarbon-saturated sands can be classified according to their locations in the $A-B$ plane. According to Castagna et al.’s (1998) analysis, the top of Class III gas sand should fall into the third quadrant (negative $A$ and $B$). Conversely, the bottom of a gas sand should fall into the first quadrant (positive $A$ and $B$). The top of Class I gas sand will fall into the fourth quadrant (positive $A$ and negative $B$). The top of Class II gas sand will fall between the second quadrant and the fourth quadrant. The top of Class IV gas sand will fall into the second quadrant (negative
2.3.2 The fluid factor

The fluid factor method was introduced by Smith and Gidlow (1987) using Castagna’s mudrock line. Castagna et al. (1985) defined a straight line called mud-rock line in the plane of P-wave velocity versus S-wave velocity as shown in Figure 2.3. The line is defined by the equation:

$$V_p = a + bV_s = 1360 + 1.16V_s,$$

(2.23)

where \(a\) and \(b\) are empirically determined from the well logs or rock samples. For a water-saturated sand the suggested values for \(a\) and \(b\) are 1360 m/sec and 1.16 (Castagna et al., 1985). Deviation from the mudrock line indicates the presence of hydrocarbon or a lithology change.

Differentiating both sides of equation 2.23 gives:

$$\frac{\Delta V_p}{V_p} = b \frac{V_s \Delta V_s}{V_p V_s},$$

(2.24)

The P-wave velocity reflectivity \(\Delta V_p/V_p\) and S-wave velocity reflectivity \(\Delta V_s/V_s\) can be derived from equation (2.15). The P-wave velocity reflectivity \(\Delta V_p/V_p\) also can be estimated directly from the equation (2.24).

The fluid factor is therefore defined as:

$$\Delta F = \frac{\Delta V_p}{V_p} - b \frac{V_s \Delta V_s}{V_p V_s},$$

(2.25)

where the first term can be derived from equation (2.15), and the second term can be estimated based on the S-wave velocity reflectivity using the mud-rock line. Equation
(2.25) was later reformulated by Fatti et al. (1994) in terms of P-wave and S-wave reflectivities:

$$\Delta F = R_p - 1.16 \frac{V_s}{V_p} R_s.$$  \hspace{1cm} (2.26)

For gas-saturated sandstones, the fluid factor will be negative whereas it will be near zero for water-saturated sandstones and shale. It should be noticed that lithology also can produce a fluid factor anomaly. Therefore, care must be taken to define the background trend based on the known lithology. For example, it is different for carbonate (Castagna and Backus, 1993).

![Crossplot of P-wave velocity versus S-wave velocity (Castagna et al. 1985).](image)

**2.3.3 Elastic impedance**

The concept of elastic impedance was introduced by Connolly (1999). It has been proven to be a useful method for fluid and lithology discrimination. Inspired by the normal-incidence reflection coefficient defined by the acoustic impedance contrast between the
lower and upper media, Connolly (1999) proposed an alternative expression for the P-wave reflection coefficient at the given incidence angle in the following form:

$$R(\theta) = \frac{EI_2 - EI_1}{EI_2 + EI_1} \approx \frac{1}{2} \frac{\Delta EI}{EI} \approx \frac{1}{2} \Delta \ln(EI), \quad (2.27)$$

where \(EI\) is elastic impedance which is the function of P-wave velocity, S-wave velocity, and density.

Based on Aki and Richards' approximation for the Zoeppritz equation, substituting constant factor \(K = (Vs/Vp)^2\) and the equation \(\Delta \ln x = \Delta x / x\), Aki-Richards equation (2.3) can be reformulated:

$$\Delta \ln(EI) = \Delta \ln\left[V_p \left(\frac{1 + \tan^2 \theta}{1 - 4K \sin^2 \theta}\right) V_s \left(-8K \sin^2 \theta\right) \rho \left[1 - 4K \sin^2 \theta\right]\right]. \quad (2.28)$$

Equation (2.28) can be rewritten to get the expression for \(EI\):

$$EI(\theta) = V_p \left[\frac{1 + \tan^2 \theta}{1 - 4K \sin^2 \theta}\right] V_s \left(-8K \sin^2 \theta\right) \rho \left[1 - 4K \sin^2 \theta\right], \quad (2.29)$$

where \(K = (Vs/Vp)^2\). It is noticed that \(EI(0)\) is same as acoustic impedance \(AI\).

Connolly (1999) demonstrated the capability of \(EI\) to discriminate an oil sand from the background using a suite of logs. Figure 2.4 showed the computed curves for \(AI\) and \(EI\) at 30 degrees. It can be observed that there is significant difference between the elastic impedance and acoustic impedance, which is indicative to the presence of hydrocarbon in sandstones.

Range limit stack processing of the seismic data can provide the near offset and far offset stack profiles. Near offset stack profile represents the elastic impedance for the small incident angles and far offset stack profile represents the elastic impedance for the larger incident angle. Examining the difference between these two stack profiles can infer the presence of hydrocarbon.
2.3.4 The LMR method

Goodway et al. (1997) proposed the LMR method based on Fatti et al.’s approximation for the Zoeppritz equation. P-wave reflectivity $\Delta I_p / I_p$ and S-wave reflectivity $\Delta I_s / I_s$ can be estimated from equation (2.17). Following the estimation of the P-wave and S-wave reflectivity, the P-wave and S-wave impedance can be computed by the inversion process. By using the impedance attributes: $I_p$ and $I_s$, Goodway et al. (1997) proposed two attributes: $\lambda \rho$ and $\mu \rho$ for discrimination of fluid and lithology change:

$$
\lambda \rho = I_p^2 - 2I_s^2, \\
\mu \rho = I_s^2.
$$

(2.30)

This approach is widely used and is called the LMR (lambda-mu-rho) method, where L, M, and R represent $\lambda$, the first Lamé parameter, $\mu$, the shear modulus or second Lamé
parameter, and $\rho$, the density. It was observed by Goodway et al. (2001) that $\lambda\rho$ and $\mu\rho$ are more orthogonal in crossplot space than $I_p$ versus $I_s$, which enables us to use $\lambda\rho$ versus $\mu\rho$ as a effective indicator to separate the gas sand from wet sand or shale (Figure 2.5). Goodway et al. (2001) also argued that the value of $\lambda/\mu$ is more sensitive to fluid discrimination than other attributes, such as $\lambda, \lambda\rho, V_p/V_s$, or $\sigma$.
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2.3.5 Pore space modulus ($K_p$)

Hedlin (2000) argued that Lambda and $V_p/V_s$ are not only related to the pore fluid but also contains the contribution of the rock skeleton. His work was based on an empirical study by Murphy et al. (1993). The changes of Lambda and $V_p/V_s$ don’t only represent the fluid change in the pore space, but also the change in the rock skeleton. The change of the fluid can be estimated from the second term in the Gassmann equation which represents the contribution of the pore fluid to the bulk modulus of a porous rock.
Therefore, Hedlin (2000) proposed the pore space modulus ($K_p$) method to measure the effect of fluid change on the bulk modulus. Based on the theory of poroelasticity, the sedimentary rocks are composed of fluid and minerals. Seismic wave transmitting through the porous rock will have P-wave and S-wave velocities estimated as:

$$V_p = \sqrt{\frac{(\lambda + 2\mu)}{\rho}} = \sqrt{(K + 4/3\mu)/\rho}, \quad \text{and}$$

$$V_s = \sqrt{\frac{\mu}{\rho}}, \quad (2.32)$$

where $V_p$ and $V_s$ are P-wave and S-wave velocities, $K$ is bulk modulus, $\lambda$ is the Lamé parameter or incompressibility, $\mu$ is shear modulus or rigidity, and $\rho$ is density.

Hedlin (2000) rewrote the equation (2.31) as:

$$V_p = \sqrt{K_p + K_{dry} + 4/3\mu/\rho}. \quad (2.33)$$

where $K_{dry}$ is the bulk modulus of the drained rock framework, and $K_p$ is pore space modulus.

Equation (2.33) divides by Equation (2.32) will get:

$$\gamma^2 = \left(\frac{V_p}{V_s}\right)^2 = \frac{K_p}{\mu} + \frac{K_{dry}}{\mu} + \frac{4}{3}. \quad (2.34)$$

Equation (2.34) suggest that the change of $V_p/V_s$ comes from two parts. One part involves the rock skeleton because $K_{dry}$ and $\mu$ are independent of pore fluid. So the pore fluid contribution lies in $K_p/\mu$ term.

Hedlin (2000) used the empirically derived $V_p$-$V_s$ and $V_p$-density relationships from Mavko et al.’s (1998) analysis to obtain $K_{dry}/\mu = 0.9$ and $K_p = \rho V_p^2 - 2.233 \rho V_s^2$. 


Hedlin (2000) argued that the value of 0.9 for $K_{\text{dry}} / \mu$ is valid only for clean sandstone (Murphy et al, 1993), for shaly sandstones, the presence of clay may affect the values of $K_{\text{dry}}$ by softening the grain contacts and lowering the frame modulus. Given the optimal value for $K_{\text{dry}} / \mu$, the value of $K_p$ from the seismic data can offer a good discrimination for the fluid content in the potential hydrocarbon reservoirs.
CHAPTER THREE: BIOT-GASSMANN THEORY FOR POROUS ROCK

3.1 Introduction

This chapter will introduce Biot-Gassmann theory, enabling us to understand how the fluid in the porous rock affects the elastic modulus of the rock and in turn affect the P-wave and S-wave velocities. Biot-Gassmann theory plays an important role in seismic rock physics analysis and provides a powerful tool to study the seismic response due to changes in lithology, porosity, saturation, and fluids. The concepts of Biot-Gassmann theory and the formulation, and limitation of the Gassmann fluid substitution will be discussed in this chapter.

The generalized fluid method proposed by Russell et al. (2003) based on the Biot-Gassmann theory will also be discussed in this chapter. This chapter will demonstrate how Russell et al. (2003) reformulated the Gassmann equation in fluid term \( f \) and dry skeleton term \( s \), which gives us a new insight into the fluid contribution to the bulk modulus and P-wave velocity, and further, reformulated the linearized AVO approximations in terms of \( f, m, r \), which is called \( f-m-r \) (fluid-mu-rho) method.

3.2 Biot-Gassmann theory

The objective of the Gassmann equation is to model the effect of fluid saturation on the bulk modulus and further to estimate the seismic properties, such as P-wave and S-wave velocity and density for the saturated porous rock. At low frequency, seismic velocity for a porous rock in an isotropic media can be estimated using known saturated rock elastic modulus and density:
\[ V_p = \sqrt{\frac{\lambda + 2\mu}{\rho}} = \sqrt{\frac{K + 4/3\mu}{\rho}}, \quad \text{and} \]
\[ V_s = \sqrt{\frac{\mu}{\rho}}, \]  
(3.1)

where \( V_p \) and \( V_s \) are P-wave and S-wave velocities, \( K \) is bulk modulus, \( \mu \) is shear modulus, \( \lambda \) is the first Lamé parameter, and \( \rho \) is density. From equation (3.1) the relationship between \( K \) and \( \lambda \) can be obtained as:

\[ K = \lambda + 2/3\mu. \]  
(3.3)

For a porous rock, when the pore fluid changes, the elastic modulii: \( K, \mu, \) and \( \lambda \) for the saturated rock can be estimated using the Gassmann equation. Using the known bulk modulus and shear modulus, P-wave and S-wave velocities for the saturated rock can be estimated from equations (3.1) and (3.2).

3.2.1 Biot-Gassmann equation

Sedimentary rocks can be considered as porous aggregates of various minerals filled with a fluid mixture. When the seismic wave travels through the saturated porous rock, the rock frame will be deformed by the compression that arises from the seismic wave. The pore fluid is compressed and therefore stiffens the rock (Murphy et al., 1993). Gassmann equation has been routinely used to predict the stiffening effect of the fluid on the bulk modulus.

To facilitate understanding of the Gassmann equation, the saturated porous rock is usually simplified as the mixture of mineral and fluid. Not only the content of the mineral but also the texture of the mineral affects the porous rock’s properties. Therefore, the porous rock can be divided into three components: pore fluid, rock matrix, and dry rock
frame. Figure 3.1 is the schematic diagram for the three components of the saturated porous rock.

The pore fluid is compromised of gas, water, and oil. The rock matrix is defined as the mixture of different minerals and the dry rock frame represents the skeleton of the rock without fluid filled in. (Russell et al, 2001).

![Schematic diagram of porous saturated rock](image)

Figure 3.1 The schematic diagram for the porous saturated rock (Russell et al, 2001).

Gassmann equations formulate the bulk modulus of a saturated porous rock using the properties of pore fluid, rock matrix, and dry rock frame. According to the Gassmann theory (Gassmann, 1951), the bulk modulus and shear modulus for the saturated porous rock are defined as:
\[ K_{\text{sat}} = K_{\text{frame}} + \frac{(1 - K_{\text{frame}} / K_{\text{matrix}})^2}{\phi + K_{\text{fluid}}/K_{\text{matrix}} - \frac{K_{\text{frame}}}{K_{\text{matrix}}^2}}, \quad \text{and} \]
\[ \mu_{\text{sat}} = \mu_{\text{dry}} , \quad (3.5) \]

where, \( K_{\text{sat}}, K_{\text{frame}}, K_{\text{matrix}}, \) and \( K_{\text{fluid}} \) are the bulk modulus of the saturated rock, rock frame, rock matrix, and pore fluid respectively, \( \mu_{\text{sat}} \) and \( \mu_{\text{dry}} \) are the shear moduli of the saturated rock and dry rock. In the Gassmann formulation, shear modulus is independent of the pore fluid and remains unchanged during fluid substitution.

Usually, bulk modulus \( (K_{\text{sat}}) \) and shear modulus \( (\mu_{\text{sat}}) \) at in-situ condition can be estimated from the seismic data or the wire line log data by rewriting equations (3.1) and equation (3.2) as:

\[ K_{\text{sat}} = \rho(V_p^2 - 4/V_s^2) , \quad \text{and} \]
\[ \mu_{\text{sat}} = \rho V_s^2 . \quad (3.6) \]

\( K_{\text{matrix}} \) can be estimated from Voigt-Reuss-Hill (VRH) averaging method \( (\text{Hill}, 1952) \) when the mineral components have been determined. \( K_{\text{fluid}} \) can be estimated by inverse bulk modulus averaging \( (\text{Wood’s equation}) \) and \( \rho_{\text{sat}} \) can be estimated by arithmetic averaging of densities of individual mineral.

**3.2.2 Some assumptions for Biot-Gassmann theory**

Since the Gassmann equation was derived from very complicated elastic wave theory for the fluid saturated elastic porous media, some assumptions were made to simplify the equation \((\text{Wang}, 2001)\):

1) Gassmann theory assumes the porous rock is macroscopically homogeneous and isotropic for the matrix and rock frame, which implies that the seismic wavelength is
much longer than the grain and pore sizes (Wang, 2001). Therefore, in practice, the rock and mineral anisotropy is ignored.

2) Gassmann theory assumes all the pores are interconnected and there is perfect communication between the fluids in the pore space. That means the fluids can easily flow and relax these wave-induced pore pressure gradients during a seismic period (Wang, 2001). This assumption applies best to the low viscosity pore fluids and to the high porosity rocks with good pore space connectivity. This assumption will be violated for heavy oil, very high frequencies through ultrasonic measurements, high shale content, and low permeability (Mavko, 2005).

3) The pore fluid system is closed. This assumption is valid for most laboratory-measured systems. However, for some cases, the in-situ fluid may flow, which allows the seismic data only record the information caused by the rock matrix and skeleton (Wang, 2001).

4) The pore fluid does not interact with the solid to soften or harden the rock frame. In fact, the interaction between fluid and solid is inevitable and this assumption ignores the effects of chemical or physical interactions between the rock matrix and the pore fluid (Wang, 2001).

3.3 Generalized fluid method for impedances

Russell et al. (2003) proposed the generalized fluid method by using Biot-Gassmann theory. They reformulated the equation for P-wave velocity using a fluid term and skeleton term, which give more intuitive insight into the effect of pore fluid on the bulk modulus and P-wave velocity.
Under the low frequency assumption, the incompressibility and bulk modulus for the saturated porous sandstone can be expressed as the sum of the dry term and fluid term (Biot, 1941, and Gassmann, 1951):

\[
\lambda_{\text{sat}} = \lambda_{\text{dry}} + \beta^2 M, \quad \text{and} \quad (3.8)
\]
\[
K_{\text{sat}} = K_{\text{dry}} + \beta^2 M, \quad (3.9)
\]

where \( \lambda_{\text{sat}} \) and \( K_{\text{sat}} \) are the incompressibility and bulk modulus for the saturated rock, \( \lambda_{\text{dry}} \) and \( K_{\text{dry}} \) are the incompressibility and bulk modulus for the dry skeleton, \( \beta \) is the Biot coefficient, and \( M \) is Gassmann’s pore space modulus.

In the above formulations, \( \beta^2 M \) represents the contribution of the pore fluid. \( \beta \) measures the ratio of the volume change in the fluid to the volume change in the formation when hydraulic pressure is constant (Russell et al., 2003). It can also be equated to the terms used in Gassmann equation in the following way:

\[
\beta = 1 - \frac{K_{\text{dry}}}{K_{\text{matrix}}}, \quad (3.10)
\]

where \( K_{\text{matrix}} \) and \( K_{\text{dry}} \) is the bulk modulus of the matrix material and dry skeleton.

Gassmann’s pore space modulus \( M \) is defined as the pressure needed to force water into the formation without changing the volume (Russell et al., 2003). It can also be related to the Gassmann parameters by:

\[
\frac{1}{M} = \frac{\beta - \phi}{K_{\text{matrix}}} + \frac{\phi}{K_{\text{fluid}}}, \quad (3.11)
\]

where \( K_{\text{fluid}} \) is the bulk modulus of the fluid, and \( \phi \) is porosity.

Substituting equations (3.10) and equation (3.11) into equation (3.9), the equation will be formulated the same as the equation (3.4). Substituting the second term in equation (3.4)
with $\beta^2 M$, the equation for P-wave velocity for the saturated porous rock can be reformulated as:

$$V_p = \sqrt{\frac{\lambda_{dry} + 2\mu + \beta^2 M}{\rho_{sat}}} = \sqrt{\frac{K_{dry} + \frac{4}{3}\mu + \beta^2 M}{\rho_{sat}}}.$$  \hspace{1cm} (3.12)

Russell et al. (2003) reformulated the equation (3.12) in terms of fluid term ($f$) and dry skeleton term ($s$) instead of $\lambda$, $\mu$, and $\rho$, or $K$, $\mu$, and $\rho$, which make it easier for us to understand which part come from fluid contribution and which part is associated with skeleton contribution:

$$V_p = \sqrt{\frac{s + f}{\rho_{sat}}},$$  \hspace{1cm} (3.13)

where $f$ is a fluid term equal to $\beta^2 M$, and $s$ is a dry skeleton term which can be formulated as $K_{dry} + (4/3)\mu$ or $\lambda_{dry} + 2\mu$. Note that in equations (3.12) and (3.13), it is assumed that $\mu = \mu_{dry} = \mu_{sat}$.

Now, by having a fluid term and a skeleton term in the P-wave equation (3.13), the fluid term can be derived using P-wave and S-wave impedances. To extract the fluid term, the equations for P-wave and S-wave impedance can be reformulated as:

$$I_p = \rho V_p = \sqrt{\rho (f + s)}, \text{ and}$$

$$I_s = \rho V_s = \sqrt{\rho \mu}.$$

Using equation (3.14) and (3.15), the following function can be constructed:
\[ I_p^2 - c I_s^2 = \rho (s + f - c \mu). \quad (3.16) \]

Russell et al. (2003) suggested that proper selection of \( c \) value could counteract the dry skeleton term in the equation (3.16) with only fluid term left in the right side of equation (3.16).

Letting

\[ c = \frac{\lambda_{\text{dry}}}{\mu} + 2 = \frac{K_{\text{dry}}}{\mu} + 4 = \left( \frac{V_p}{V_s} \right)^2_{\text{dry}}, \quad (3.17) \]

the fluid term can be written as:

\[ I_p^2 - c I_s^2 = \rho (s + f - c \mu) = \rho f. \quad (3.18) \]

Given the \( c \) value and P-wave and S-wave impedances, fluid term can be estimated.

When equation (3.18) is divided by \( \rho \mu = I_s^2 \), another fluid indicator will be obtained:

\[ \frac{f}{\mu} = \left( \frac{V_p}{V_s} \right)_{\text{sat}}^2 - \left( \frac{V_p}{V_s} \right)^2_{\text{dry}}. \quad (3.19) \]

Equation (3.17) shows that the constant \( c \) is defined by the terms of P-wave and S-wave velocities for dry rocks or the elastic modulus for the dry rock. For different reservoirs, the value of the constant \( c \) will vary with lithology, shale content, temperature, and consolidation. The value of \( c \) can be derived from the wellbore logs or rock samples for the local reservoir interval.

Is there any connection between the generalized fluid method and previous fluid method? Actually, the equation (3.18) can be reformulated as:

\[ I_p^2 - c I_s^2 = (I_p + \sqrt{c} I_s)(I_p - \sqrt{c} I_s). \quad (3.20) \]

The difference term in the above equation is much more sensitive than the sum term to differentiate the fluid content. In fact, this difference term is very same as the fluid factor...
\( \Delta F \) proposed by Smith and Gidlow (1987). This also agrees with Dillon et al. (2003)’s observation that \( I_p - I_s \) is a good discriminant for seismic data when \( c = 1 \).

The fluid term estimated from the generalized fluid method using \( c = 2 \) is equal to \( \lambda \rho \) which can be derived from LMR method (Goodway et al., 1997). Although the fluid term \( \lambda \rho \) can give good discrimination between hydrocarbon bearing porous sandstone and shale, it doesn’t provide the pure fluid information in the way that the generalized fluid method does. There is still a contribution of the rock skeleton left in the fluid term: \( \lambda \rho \). This can be explained by the fact that \( \lambda \rho \) represents the change coming from the combination of fluid and rock skeleton.

The fluid term \( I_p^2 - 2.233 * I_s^2 \) proposed by Hedlin (2000) is based on the assumption that \( K_{dry} / \mu = 0.9 \) (Murphy et al., 1993), which means \( c \) is equal to 2.233. Hilterman (2001) used \( I_p^2 - 2.333 * I_s^2 \) as the fluid indicator, which is based on the empirical relationship between \( K_{dry} \) and \( \mu \): \( K_{dry} / \mu = 1 \), which implies that \( c = 2.333 \).

So, the challenge for the generalized fluid method is the selection of \( c \) value.

Theoretically, the generalized fluid method can provide the exact absolute fluid term based on the equation (3.18). However, the value of \( c \) varies horizontally and vertically for a specific reservoir, and depends on the variance of mineral mixture, porosity, clay content, and pressure in the reservoir. The best way is to find the background trend for the \( c \) value to derive the relative fluid term.

Based on the analysis of Murphy et al. (1993), the value of \( K_{dry} / \mu \) is equal to 0.9, which correspondent to \( c = 2.233 \). Batzle et al. (2001) found that \( K_{dry} / \mu = 1 \) for the clastic
reservoir which means that \( c = 2.333 \). Russell et al. (2003) argued that \( c = 2.333 \) is more appropriate for the reservoir rocks such as consolidated sandstones. Dillon et al. (2003) calculated the \( c \) value using numerous measured rock samples. For young and more poorly consolidated samples, they concluded \( c \) should be around 3.1. For older and more consolidated materials, \( c \) drops to approximately 2.6.

To investigate how \( c \) affects the generalized fluid term \( I_p^2 - c I_s^2 \), wet sandstone samples from Han’s dataset (Han et al., 1986) were used to calculate attributes of \( I_p^2 - c I_s^2 \). Figure (3.2) is the plot of \( I_p^2 - c I_s^2 \) versus \( I_p \) using different \( c \) values. The attributes of \( I_p^2 - c I_s^2 \) using \( c = \frac{K_{dry}}{\mu_{dry}} + \frac{4}{3} = 2.33 \) are plotted in red stars and the trend line fitting these attributes is also drawn in red. The plot show that the red line representing \( I_p^2 - 2.33 I_s^2 \) is almost perpendicular to the x axis which means \( I_p^2 - 2.33 I_s^2 \) is orthogonal to y axis (\( I_p \)). For the blue trend line representing \( I_p^2 - 2 I_s^2 \) and the black trend line representing \( I_p^2 - 2.67 I_s^2 \), they deviate toward the left side and right side of the red line. Although they are not orthogonal to \( I_p \), they still can provide a better clustering in \( I_p^2 - c I_s^2 \) direction. For the green and cyan trend lines, which correspondent to \( I_p^2 - 1.33 I_s^2 \) and \( I_p^2 - I_s^2 \) respectively, they slope to the top right and the value range for \( I_p^2 - c I_s^2 \) become larger, which provide the worse clustering. A solution of \( c = 2.233 \) appears to be best suited with a vertical linear trend and will be used in the analysis of data in Chapter 5.
3.4 Generalized fluid method for the linearized AVO

From the linearized approximations (Table 2.1 and Table 2.2) for Zoeppritz equation, Russell et al. (2006) found that they fall into two categories. One category involves with the parameters that are linearly related to $\rho$, $V_{p}$, $V_{s}$. Aki and Richard’s equation emphasizes the contribution of variations in the P-wave and S-wave velocities and density. Shuey’s approximation gives us the three extracted parameters that are called intercept, gradient, and curvature. Fatti et al.’s approximation can be used to estimate the P-wave and S-wave reflectivities and density reflectivity. These equations have been widely used to derive the reflectivity terms and further to estimate the acoustic impedance, shear impedance, and density (Russell et al., 2006).

Figure 3.2 Plot of $I_{p}^{2} - c \cdot I_{s}^{2}$ versus $I_{p}$ (P-wave impedance) using different $c$ values.
Another option involves reformulating to the linearized approximations in terms of \( \sigma, \lambda, \mu, \) and \( K \), which are nonlinearly related to \( V_p, V_s, \) and \( \rho \). Shuey (1982) transformed from \( V_s, \) and \( \Delta V_s \) to Poisson’s ratio \( \sigma \), and \( \Delta \sigma \). Gray et al. (1999) expressed the linearized approximation in terms of \( \lambda, \mu, \) and \( \rho \), and \( K, \mu, \) and \( \rho \).

Although \( \lambda \) and \( K \) can help to detect the fluid content, their values reflect the contributions from dry skeleton and pore fluid combined. Russell et al. (2006) suggested using \( f, \mu, \) and \( \rho \) to generalize Gray’s equations for fluid term extraction.

The fluid term \( f \) can be considered as the function of P-wave velocity, rigidity, and density. Russell et al. (2006) presented the differential form for the fluid term \( f \). For the detail derivation of the \( f \) term, please refer to the reference. The differential equation for the fluid term \( f \) can be written as:

\[
\Delta f = -\frac{\partial f}{\partial V_p} \Delta V_p + \frac{\partial f}{\partial \mu} \Delta \mu + \frac{\partial f}{\partial \rho} \Delta \rho .
\]  

(3.21)

Using equation (3.21), Russell et al. (2006) reformulate the Aki-Richards equation in terms of \( f, \mu, \) and \( \rho \):

\[
R_{pp} (\theta) = a \frac{\Delta f}{f} + b \frac{\Delta \mu}{\mu} + c \frac{\Delta \rho}{\rho} .
\]  

(3.22)

where \( a = (1/4 - \gamma_{dry}^2 / 4 \gamma_{sat}^2 \sec^2 \theta \), \( b = \gamma_{dry}^2 / 4 \gamma_{sat}^2 \sec^2 \theta - 2 / \gamma_{sat}^2 \sin^2 \theta \),

\( c = 1/2 - 1/4 \sec^2 \theta \), \( \gamma_{sat}^2 = (V_p / V_s)^2_{sat} \), and \( \gamma_{dry}^2 = (V_p / V_s)^2_{dry} \).

Russell et al. (2006) called equation (3.22) as the \( f-m-r \) (fluid-mu-rho) equation since it gives a new physical insight into the relationship between linearized AVO and rock properties. It is noticed that equation (3.22) is a generalization of the equations of Gray et
al. (1999). Russell et al. (2006) pointed out that the Gray et al. (1999) expression for \( \lambda, \mu, \) and \( \rho \) is one case of equation (3.22) when \( \gamma_{\text{dry}}^2 = 2 \) and the Gray et al. (1999) expression for \( K, \mu, \) and \( \rho \) is one case of equation (3.22) when \( \gamma_{\text{dry}}^2 = 4/3 \).

To extract the fluid term reflectivity, the constant values for \( \gamma_{\text{dry}}^2 \) and \( \gamma_{\text{sat}}^2 \) need to be known to build the coefficient matrix for least-squares solution.
CHAPTER FOUR: EMPIRICAL STUDY USING HAN’S DATASET

4.1 Introduction

This chapter investigates the effect of clay content, porosity, and pressure on \((V_p/V_s)^2_{dry}\) for the dry rock, which plays an important role in the generalized fluid method. The generalized fluid method proposed by Russell et al. (2003), gives us an alternative approach to discriminate the fluid content. However, the success of this method is subject to the correct estimation of \((V_p/V_s)^2_{dry}\), where \(V_p\) and \(V_s\) are the P-wave and S-wave velocities for the dry rock.

Actually, the \((V_p/V_s)^2_{dry}\) value varies a lot for different reservoirs with varying lithologies, clay content, porosity, and pressure. Based on the study of the well log examples from the White Rose area of offshore eastern Canada, Russell et al. (2003) concluded that the average \((V_p/V_s)^2_{dry}\) value should be 2.333, which implies that 

\[ K_{dry} / \mu_{dry} = 1 \] and Poisson’s ratio is 0.125. Murphy et al. (1993) measured the \(K_{dry} / \mu_{dry}\) value for clean quartz sandstones over a wide range of porosities and found that this value was approximately 0.9, which corresponds to \((V_p/V_s)^2_{dry} = 2.233\). Batzle et al. (2001) found that the \(K_{dry} / \mu_{dry}\) value is close to 1.0, which implies \(\sigma_{dry} = 0.125\) and a corresponding \((V_p/V_s)^2_{dry}\) value of 2.333.

Dillon et al. (2003) applied the generalized fluid method to Tertiary and Cretaceous siliciclastic reservoirs of Brazilian offshore fields and conducted the \((V_p/V_s)^2_{dry}\) analyses based on lab measurements under real subsurface reservoir conditions. These
studies demonstrated that the optimal value for $(V_p / V_s)^2_{dry}$ is 3.00 for the Tertiary reservoir, 2.6 for the Cretaceous reservoir, and an average of 2.9 for both reservoirs. Rojas et al. (2006) analyzed the laboratory measurements of 301 core samples with different lithologies, clay content, porosities, and pressures. They found that $(V_p / V_s)^2_{dry}$ would increase with porosity and decrease with clay content. The resulting investigation showed that $(V_p / V_s)^2_{dry}$ varies between 2 and 2.9 for sandstones and between 2.5 and 3.5 for carbonates.

Although there are many other theoretical models to study the effect of porosity, pore shape, and fluid on the elastic properties of rocks, their effects on dry P-wave, S-wave velocities, and the values of $(V_p / V_s)^2_{dry}$ are still not clear as most of the studies were limited to the saturated case. In this chapter, the effect of clays, porosity, and pressure on the value of $(V_p / V_s)^2_{dry}$ will be investigated based on Han’s laboratory measurements.

4.2 Sample description

The sandstone samples used in this study were found in Han’s papers (Han et al., 1986) and are referred to as Han’s dataset. These rock samples exhibit varying porosity ranging from 0.02 to 0.3 and varying clay content from 0 to 0.5. Some rock samples are poorly consolidated and some are well consolidated. Ten rock samples are clean sandstones with less than one percent clay content and the others are shaly sandstones. P-wave and S-wave velocities used in this study are measured at dry condition at different differential pressures. Figure 4.1 shows the clay content versus porosity for all samples.
Figure 4.1 The ranges of clay content and porosity for 75 shaly sandstones of this study. Porosity ranges from 2 to 30 percent, and clay content ranges from 0 to about 50 percent (Han et al., 1986).

4.3 Clean sandstones

The effects of porosity on velocities and $V_p/V_s$ ratio

Although there are only ten samples for the clean sandstones, the obvious trend can be observed from a plot of $V_p$ versus porosity, $V_s$ versus porosity, and $V_p/V_s$ versus porosity (Figure 4.2 to Figure 4.4). These plots indicate that both $V_p$ and $V_s$ decrease with increasing porosity, whereas $V_p/V_s$ increase with increasing porosity.

To model the relationship between porosity and velocity, an empirical linear model $V = a + b \phi$ was used to fit $V_p$, $V_s$, and $V_p/V_s$ data, where $a$ and $b$ are constant factors and $\phi$ is porosity.
The following best fits to the data at the differential pressure 5 MPa are obtained by least-square regression. For the P-wave velocity,

\[ V_p = 5.64 - 8.67 \phi, \]  (4.1)

for the S-wave velocity,

\[ V_s = 3.83 - 6.43 \phi, \]  (4.2)

and for \( V_p / V_s \) ratio,

\[ V_p / V_s = 1.46 + 0.37 \phi. \]  (4.3)

From the coefficients of the empirical expression for P-wave velocity and S-wave velocity, it can be concluded that the influence of porosity on P-wave velocity should be higher than that on shear velocity. The \( V_p / V_s \) ratio increases with porosity owing to that S-wave velocity drops faster than P-wave velocity does when porosity goes up.

Figure 4.2 Measured P-wave velocity versus porosity for 10 clean sandstones at \( P_e = 5 \) MPa (Han et al., 1986).
Figure 4.3 Measured S-wave velocity versus porosity for 10 clean sandstones at Pe = 5 MPa (Han et al., 1986).

Figure 4.4 Plot of $V_p / V_s$ ratio versus porosity for 10 clean sandstones at Pe = 5 MPa (Han et al., 1986).
4.4 Shaly sandstones

The effects of porosity and clay content on velocities

Plots of P-wave velocity ($V_p$) versus porosity, S-wave velocity ($V_s$) versus porosity $\phi$ plots for all of the shaly sandstone samples are shown in Figures 4.5 and 4.6. Despite some scatters, clear trends indicate that both $V_p$ and $V_s$ decrease with increasing porosity and clay content.

Considering the effects of porosity and clay content on the P-wave and S-wave velocity, the empirical linear model $V = a + b \phi + c \text{Clay}$ was used to fit both P-wave velocity and S-wave velocity, where $a$, $b$, and $c$ are constant factors, $\phi$ is porosity and Clay is clay content. The following best fits to the data at the differential pressure 5 MPa are obtained by least-square regression. For the P-wave velocity,

$$V_p = 4.73 - 6.43 \phi - 2.67 \text{Clay}, \quad (4.4)$$

and for the shear velocity,

$$V_s = 3.23 - 4.86 \phi - 1.65 \text{Clay}. \quad (4.5)$$

Figure 4.5 and 4.6 show that P-wave velocity and S-wave velocities have an obvious inverse correlation with porosity and clay content except for some shaly sandstones.

From equation (4.4) it is noticed that when Clay = 0, the equation should be for clean sandstones. However this equation is different from the equation (4.1) for clean sandstones. This distinct difference between the empirical equations for the clean and shaly sandstones implies that even small amounts of clay can have significant influence on the velocities. Mavko et al. (1998) explained the effect of clay on the velocity. Theoretically, clay in sandstones tends to soften grain contacts significantly. This kind of
softening is most likely associated with the clay type and texture of clay particles between matrix grain boundaries. In the case that clay is present in the rock, even a small amount of clay will cover the entire pore surface and matrix grain contact, which will soften the grain contact (Mavko et al., 1998). It can be concluded that the clay adherent on the contact is responsible for the decrease of velocity from clean sandstones to shaly sandstones.

Secondly, it is hard to understand why some clusters of points with high clay content deviated from the fitted lines so much. This phenomenon suggests that the P-wave and S-wave velocities may be dependent of the texture of the clay and the way of the clay particles embedded in the rock matrix.

Finally, the coefficients in equation (4.4) indicate that the influence of porosity on $V_p$ is much more than that of clay on $V_p$. Equation (4.5) exhibits the same phenomena for $V_s$.

![Figure 4.5 Measured P-wave velocity versus porosity color-coded with clay content for shaly sandstones at $P_e = 5$ MPa (Han et al., 1986).](image)
The effects of porosity and clay content on dry $V_p/V_s$ ratio

The value of $V_p/V_s$ ratio provides significant insight into petrophysical properties, including lithology, porosity, pore structure, pore fluid, and other factors (Wang et al., 1997, Tatham, 1991). Previous laboratory studies have suggested correlations between lithology, porosity, and $V_p/V_s$ ratio values. However, their studies are mainly limited to the saturated cases and the behaviour of $V_p/V_s$ ratio for the dry condition is different from the saturated condition.

Han’s dataset shows that the velocity ratio for dry shaly sandstones depends upon both porosity and clay content. By least-square regression, this dependence is found to be:

$$V_p/V_s = 1.44 + 0.42 \phi - 0.10 \text{Clay}$$

(4.6)

where $\phi$ is porosity and Clay is clay content.
Although the $V_p/V_s$ ratio exhibits a wide range of values from 1.3 to 1.65, the results show that $V_p/V_s$ increases with porosity and decreases with clay content (Figure 4.7) and that $V_p/V_s$ is more sensitive to porosity changes. That means $V_p/V_s$ will be higher for unconsolidated sandstones and lower for well-consolidated sandstones.

It should be noticed that $V_p/V_s$ under dry condition for shaly sandstones is different from that under the saturated condition. The $V_p/V_s$ ratio under the saturated conditions increases with clay content (Han et al. 1986). However, $V_p/V_s$ under dry conditions have an inverse correlation with clay content (Figure 4.7), and also, $V_p/V_s$ ratio behaves differently for different rock types. The $V_p/V_s$ ratio for dry carbonate decreases with increasing porosity while it increases with increasing porosity for sandstones (Han et al. 2003).

Figure 4.7 Plot of $V_p/V_s$ versus porosity color-coded with clay content for shaly sandstones at $Pe = 5$ MPa (Han et al., 1986).
4.5 The effects of pressure on $V_p$, $V_s$ and $V_p/V_s$ ratio

P-wave and S-wave velocities and $V_p/V_s$ ratio for the saturated rock have been widely studied while fewer studies have been conducted on the dry rock case. For the saturated rock, $V_p/V_s$ ratio decreases with increasing differential pressure (Han et al., 1986). However, dry rocks exhibit the opposite effect. Nur (1969) and Toksoz et al. (1976) were probably the first authors to record the increase of $V_p/V_s$ with increasing differential pressure in room-dry granite and dolomite samples. Recently, Vanorio et al. (2006) also found that $V_p/V_s$ ratio increases with the differential pressure.

Table 4.1 and Table 4.2 show empirical expressions for P-wave velocity, S-wave velocity, and $V_p/V_s$ ratio for dry shaly sandstones and dry clean sandstones. Let us analyze these results.

First, note that Figure 4.8 indicates that P-wave velocity and S-wave velocity for dry shaly sandstones increases with increasing differential pressure. Clean sandstones exhibit a similar effect as shown in Figure 4.10. The observed effect of differential pressure on P-wave velocity and S-wave velocity can be explained through the following mechanism: increasing or decreasing of the differential pressure will stiffen or soften the rock, therefore, making the grain contacts close or open, which ends up increasing or decreasing of the velocity.

Second, the coefficients for the clay content term and porosity term are very close for different pressures (Table 4.1 and Table 4.2). These results suggest that the effects of porosity and clay content on the velocities are fairly independent of differential pressure.
Third, P-wave and S-wave velocities and $V_p/V_s$ ratio for the shaly sandstones change faster at lower differential pressure than they do at higher differential pressure (Figure 4.8 and Figure 4.9). For dry clean sandstones, P-wave and S-wave velocities exhibit the similar behavior as those for shaly sandstones whereas $V_p/V_s$ ratio keeps fairly constant with differential pressure (Figure 4.10 and Figure 4.11).

Lastly, the average value for $V_p/V_s$ is around 1.55 for shaly sandstones and 1.52 for clean sandstones (Figure 4.9 and Figure 4.11).

Table 4.1 Pressure dependence on $V_p$, $V_s$, and $V_p/V_s$ ratio for shaly sandstones (Han et al., 1986).

<table>
<thead>
<tr>
<th>Pressure</th>
<th>$V_p$</th>
<th>$V_s$</th>
<th>$V_p/V_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 Mpa</td>
<td>4.73-6.43<em>Φ-2.67</em>C</td>
<td>3.23-4.86<em>Φ-1.65</em>C</td>
<td>1.44+0.42* Φ -0.10*C</td>
</tr>
<tr>
<td>10 Mpa</td>
<td>4.93-6.14<em>Φ-2.73</em>C</td>
<td>3.32-4.57<em>Φ-1.72</em>C</td>
<td>1.47+0.36* Φ -0.05*C</td>
</tr>
<tr>
<td>20 Mpa</td>
<td>5.17-6.17<em>Φ-2.81</em>C</td>
<td>3.44-4.50<em>Φ-1.77</em>C</td>
<td>1.49+0.31* Φ -0.03*C</td>
</tr>
<tr>
<td>30 Mpa</td>
<td>5.31-6.26<em>Φ-2.87</em>C</td>
<td>3.51-4.54<em>Φ-1.81</em>C</td>
<td>1.50+0.31* Φ -0.03*C</td>
</tr>
<tr>
<td>40 Mpa</td>
<td>5.40-6.36<em>Φ-2.90</em>C</td>
<td>3.56-4.59<em>Φ-1.84</em>C</td>
<td>1.51+0.29* Φ -0.02*C</td>
</tr>
<tr>
<td>50 Mpa</td>
<td>5.46-6.44<em>Φ-2.93</em>C</td>
<td>3.60-4.62<em>Φ-1.86</em>C</td>
<td>1.51+0.29* Φ -0.02*C</td>
</tr>
</tbody>
</table>
Table 4.2 Pressure dependence on $V_p$, $V_s$, and $V_p/V_s$ ratio for clean sandstones (Han et al., 1986).

<table>
<thead>
<tr>
<th>Pressure</th>
<th>$V_p$</th>
<th>$V_s$</th>
<th>$V_p/V_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 Mpa</td>
<td>5.64-8.67*Φ</td>
<td>3.83-6.43*Φ</td>
<td>1.46+0.36* Φ</td>
</tr>
<tr>
<td>10 Mpa</td>
<td>5.71-7.79*Φ</td>
<td>3.88-5.83*Φ</td>
<td>1.47+0.34* Φ</td>
</tr>
<tr>
<td>20 Mpa</td>
<td>5.83-7.67*Φ</td>
<td>3.94-5.66*Φ</td>
<td>1.48+0.28* Φ</td>
</tr>
<tr>
<td>30 Mpa</td>
<td>5.90-7.68*Φ</td>
<td>3.99-5.73*Φ</td>
<td>1.47+0.31* Φ</td>
</tr>
<tr>
<td>40 Mpa</td>
<td>5.97-7.84*Φ</td>
<td>4.03-5.84*Φ</td>
<td>1.47+0.31* Φ</td>
</tr>
<tr>
<td>50 Mpa</td>
<td>6.01-7.95*Φ</td>
<td>4.06-5.90*Φ</td>
<td>1.47+0.31* Φ</td>
</tr>
</tbody>
</table>

Figure 4.8 Plot of $V_p$ and $V_s$ versus pressure for shaly sandstone samples using an empirical relation when porosity =0.2 and clay content =0.2 (Han et al., 1986).
Figure 4.9 Plot of $V_p/V_s$ versus pressure for shaly sandstones using an empirical relation when porosity =0.2 and clay content =0.2 (Han et al., 1986).

Figure 4.10 Plot of $V_p$ and $V_s$ versus pressure for clean sandstones using an empirical relation when porosity =0.2 (Han et al., 1986).
Figure 4.11 Plot of $V_p/V_s$ ratio versus pressure for clean sandstones using an empirical relation when porosity = 0.2 (Han et al., 1986).

Table 4.3 Effects clay content (shale), porosity, and pressure on $V_p$, $V_s$, and $V_p/V_s$ ratio (Han et al., 1986).

<table>
<thead>
<tr>
<th></th>
<th>$V_p$</th>
<th>$V_s$</th>
<th>$V_p/V_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shale</td>
<td>↑</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>Porosity</td>
<td>↑</td>
<td>↓</td>
<td>↑</td>
</tr>
<tr>
<td>Pressure</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
</tbody>
</table>

### 4.6 Summary

Table 4.3 summarized the effects of porosity, clay content, and pressure on $V_p$, $V_s$, and $V_p/V_s$ ratio. Based on the laboratory measurements, it can be concluded that:
1. For dry shaly sandstones, P-wave velocity ($V_p$) and S-wave velocity ($V_s$) show an inverse correlation with porosity and clay content. Clean sandstones exhibit a similar effect.

2. A small amount of clay can significantly soften the sandstone matrix, which leads to reducing velocities and the P-wave velocity ($V_p$) drops faster than S-wave velocity does, which end up with the decreasing of $V_p / V_s$ ratio.

3. From the coefficients for the porosity term and clay content term in the empirical expression for $V_p$ and $V_s$, the effect of porosity is larger than that of clay content.

4. $V_p / V_s$ ratio for dry sandstones increases with porosity and decreases with clay content (Figure 4.12 and Figure 4.13). For the dry shaly sandstones, $V_p / V_s$ ratio increases with increasing differential pressure. However, $V_p / V_s$ ratio stays constant with different differential pressures for the clean sandstones.

5. Histograms of $V_p / V_s$ ratio at different differential pressures show that $V_p / V_s$ ratio increases with differential pressure and standard deviation of $V_p / V_s$ ratio decreases with differential pressure (Figure 4.14).

6. The average value of $V_p / V_s$ ratio for dry clean sandstones is approximately 1.52 and 1.55 for dry shaly sandstones.
Figure 4.12 Correlation between $V_p/V_s$ ratio and porosity for the whole dataset at $P_e = 5$ MPa and 50MPa (Han et al., 1986).

Figure 4.13 Correlation between $V_p/V_s$ ratio and clay content for the whole dataset at $P_e = 5$ MPa and 50MPa (Han et al., 1986).
Figure 4.14 $V_p/V_s$ ratio histograms for 5 MPa, 10 MPa, 20 MPa, 30 MPa, 40 MPa, and 50 MPa pressure. Note that $V_p/V_s$ ratio increases with differential pressure (Han et al., 1986).
CHAPTER FIVE: SENSITIVITY ANALYSIS FOR FLUID INDICATORS

5.1 Introduction

Various approaches have been published to derive fluid indicators to infer the hydrocarbon content in a reservoir. The basic objective of these methods is to use the linearized Zoeppritz equations to extract petrophysical parameters, such as P-wave and S-wave impedances, P-wave and S-wave velocities, Poisson’s ratio, etc., and also to derive more interpretable parameters such as the elastic modulii, Lamé’s parameters, and other fluid indicators to detect the fluid content and lithology. Usually, these indicators provide a good method to quickly identify hydrocarbon zones. Some fluid indicators work well in some specific reservoirs, but don’t work in other reservoirs. Therefore, there is probably no one best fluid indicator.

The objectives of this chapter are to examine which indicator can most easily discriminate gas or oil sandstones from wet sandstones or shale background and which indicator is most sensitive to the pore-fluid content.

In this chapter, the numerical examples of class I, II, and III sand models given by Hilterman (2001) are used to model the discrimination ability of these fluid indicators at given reservoir conditions and to analyze the sensitivity of each fluid indicator to the fluid content. Han’s dataset measured for the wet case and dry case at different differential pressures is used to find which fluid indicator is most sensitive to the fluid content. The dataset is also used to diagnose the effect of $c$ value to the performance of the discrimination of the generalized fluid term proposed by Russell et al. (2003).
5.2 Analysis using Class I, II, and III sand models

Hilterman’s (2001) Class I, II, and III sand models derived from the Gulf of Mexico are a standard dataset for AVO analysis. The following thirteen indicators: $V_p/V_s$, $Ip$, $Is$, $\mu\rho$, $\lambda\rho$, $\lambda$, $\mu$, $\mu/\lambda$, Poisson’s ratio ($\sigma$), $K - \mu$, $Ip^2 - c*Is^2$, and Fluid factor ($\Delta F$) were derived for sensitivity analysis. The $c$ term in the $Ip^2 - c*Is^2$ fluid indicator was derived based on the assumption that porosity is 20% and saturation is 20%.

The fluid indicator coefficient (Dillon et al., 2003) was used to diagnose the sensitivity to the fluid discrimination. In this data analysis it is defined as the difference between shale and wet sand or shale and gas sand divided by the value related to the shale as reference. A higher value represents better discrimination.

![Figure 5.1 Calculated fluid indicators for Class III sand model (4000 ft depth). 1. $V_p$, 2. $V_s$, 3. $(V_p/V_s)$, 4. $\rho$, 5. $Ip$, 6. $Is$, 7. $\mu\rho$, 8. $\lambda\rho$, 9. $K$, 10. $\mu$, 11. $\lambda$, 12. $\lambda/\mu$, 13. Poisson’s ratio ($\sigma$), 14. $K - \mu$, 15. $Ip^2 - c*Is^2$, 16. Fluid factor ($\Delta F$). Observe that the fluid indicators, $Ip^2 - c*Is^2$, $\lambda\rho$, $K$, $\lambda$, $\lambda/\mu$, $K - \mu$, and Fluid factor ($\Delta F$) are more effective for both the wet sand and the gas sand. Also there is good separation between the wet sand and the gas sand.](image-url)
From Figures 5.1 to Figure 5.3, it can be observed that the fluid indicators, $lp^2 - c*Is^2$, $\lambda\rho$, $K - \mu$, $\lambda$, and $\lambda/\mu$ are more effective for both the wet sand and gas sand. In addition, there is a good separation between the wet and gas sand. However, for Class II and Class I sand, the fluid indicator coefficient decreases and the difference between the wet and the gas sand decreases, which makes it very difficult to separate the gas sand from the wet sand. That means it is very easy to discriminate the gas sand from the wet sand for the Class III gas sand. Usually, the Class III gas sand is at a shallow depth with high porosity and therefore has high impedance contrast (high negative intercept). When the depth is deeper, the gas sand will become more consolidated with less porosity and therefore has a weaker impedance contrast (either zero intercept or slightly positive intercept).

Figure 5.2 Calculated fluid indicators for Class II sand model (9000-ft depth). 1. $V_p$, 2. $V_s$, 3. $(V_p/V_s)$, 4. $\rho$, 5. $lp$, 6. $Is$, 7. $\mu\rho$, 8. $\lambda\rho$, 9. $K$, 10. $\mu$, 11. $\lambda$, 12. $\lambda/\mu$, 13. Poisson’s ratio ($\sigma$), 14. $K - \mu$, 15. $lp^2 - c*Is^2$, 16. Fluid factor ($\Delta F$). Notice that $lp^2 - c*Is^2$, $\lambda\rho$, $K$, $\lambda$, $\lambda/\mu$, $K - \mu$, and Fluid factor ($\Delta F$) are still more effective than other indicators.
Figure 5.3 Calculated fluid indicators for Class I sand model (14000-ft depth). 1. \(V_p\), 2. \(V_s\), 3. \((V_p/V_s)\), 4. \(\rho\), 5. \(Ip\), 6. \(Is\), 7. \(\mu\rho\), 8. \(\lambda\rho\), 9. \(K\), 10. \(\mu\), 11. \(\lambda\), 12. \(\lambda/\mu\), 13. Poisson’s ratio (\(\sigma\)), 14. \(K - \mu\), 15. \(Ip^2 - c^2 Is^2\), 16. Fluid factor (\(\Delta F\)). Notice that \(Ip^2 - c^2 Is^2\), \(\lambda\rho\), and \(\lambda\) are still more effective than other indicators. However the absolute value of the fluid indicator coefficient for them decreases compared with Class I and Class II sand model and the difference between the wet sand and the gas sand decreases.

5.3 Analysis using Han’s dataset

Han’s dataset includes P-wave velocity, S-wave velocity, and density measurements for both dry case and wet case at different pressures of 5MPa, 10MPa, 20MPa, 30MPa, 40MPa, and 50MPa. P-wave and S-wave velocities and density were used to calculate \(Ip\), \(Is\), \(\lambda\rho\), \(\mu\rho\), \(K\), \(\mu\), \(\lambda\), \(\lambda/\mu\), \(\sigma\), \(K - \mu\), \(Ip^2 - c^2 Is^2\), and Fluid factor (\(\Delta F\)). The fluid indicator coefficient used here is defined as the difference between the mean value for the dry sand and mean value for wet sand divided by the standard deviation value of the dry sand. This indicator has the advantage of taking into account the spread
of the attribute value within the collection of samples considered (Dillon et al., 2003). A higher value represents better discrimination.

The lab measurements are also used to estimate the value for the \( c \) term in the \( Ip^2 - c*Is^2 \) fluid indicator using P-wave and S-wave velocity and density for dry case.

As shown from Figure 4.13, the best value of \( (V_p/V_s)_{dry} \) for different differential pressure ranges from 1.5 to 1.55, thus the best \( c \) value should between 2.25 and 2.4.

Table 5.1 and Table 5.2 show the mean value, standard deviation and the fluid indicator coefficient for the fluid indicators related to the dry case and wet case at different differential pressures. It can be observed that the fluid coefficients for \( \lambda \rho , K , \lambda , \lambda / \mu \), \( \sigma , K - \mu , Ip^2 - c*Is^2 \), and Fluid factor (\( \Delta F \)) are higher than those for other indicators, which means these indicators can easily separate the wet sandstone from the dry sandstone. Among these indicators, \( Ip^2 - c*Is^2 \) is the most sensitive indicator to the fluid content since we found the optimal value of \( c \) value. The rigidity modulus related attributes, such as \( V_s , Is , \mu \rho , \mu \), have no chance to distinguish the dry sandstone from the wet sandstone.

Figure 5.4 is the plot of the fluid indicator coefficient versus differential pressure. These lines suggest that with increasing differential pressure, we have a less chance to separate the dry sandstone from the wet sandstone. At a pressure of 5 MPa, the fluid indicator coefficients for \( \lambda \rho , K , \lambda , \lambda / \mu , \sigma , K - \mu , Ip^2 - c*Is^2 \), and Fluid factor (\( \Delta F \)) are a slightly higher than those at a pressure of 50 MPa. That means that the chance to differentiate the dry sandstone from the wet sandstone increases at shallow depths, but decreases at deeper depths.
Table 5.1 Mean and standard deviation values and fluid indicator coefficients for fluid indicators at 5 MPa.

<table>
<thead>
<tr>
<th>Fluid indicators</th>
<th>$V_p$ (km/s)</th>
<th>$V_s$ (km/s)</th>
<th>$V_p/V_s$ (-)</th>
<th>$\rho$ (g/cc)</th>
<th>$I_p$ (km/s.g/cc)</th>
<th>$I_s$ (km/s.g/cc)</th>
<th>$\mu\rho$ (GPa.g/cc)</th>
<th>$\lambda\rho$ (GPa.g/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry Mean</td>
<td>3.33</td>
<td>2.22</td>
<td>1.5</td>
<td>2.2</td>
<td>7.4</td>
<td>4.94</td>
<td>26.34</td>
<td>6.29</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>0.73</td>
<td>0.49</td>
<td>0.06</td>
<td>0.2</td>
<td>2.07</td>
<td>1.41</td>
<td>15.74</td>
<td>4.68</td>
</tr>
<tr>
<td>Wet Mean</td>
<td>3.84</td>
<td>2.19</td>
<td>1.77</td>
<td>2.37</td>
<td>9.15</td>
<td>5.22</td>
<td>29.19</td>
<td>28.59</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>0.6</td>
<td>0.48</td>
<td>0.12</td>
<td>0.13</td>
<td>1.8</td>
<td>1.34</td>
<td>15.76</td>
<td>6.97</td>
</tr>
<tr>
<td>FIC</td>
<td><strong>0.70</strong></td>
<td><strong>0.06</strong></td>
<td><strong>4.50</strong></td>
<td><strong>0.85</strong></td>
<td><strong>0.85</strong></td>
<td><strong>0.20</strong></td>
<td><strong>0.18</strong></td>
<td><strong>4.76</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fluid indicators</th>
<th>$K$ (GPa)</th>
<th>$\mu$ (GPa)</th>
<th>$\lambda$ (GPa)</th>
<th>$\lambda/\mu$ (-)</th>
<th>$\sigma$ (-)</th>
<th>$K - \mu$ (GPa)</th>
<th>$I_p^2 - cI_s^2$ (GPa.g/cc)</th>
<th>$\Delta F$ (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry Mean</td>
<td>10.61</td>
<td>11.62</td>
<td>2.86</td>
<td>0.26</td>
<td>0.1</td>
<td>-1.01</td>
<td>-0.29</td>
<td>-0.29</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>5.5</td>
<td>6.13</td>
<td>2.01</td>
<td>0.17</td>
<td>0.06</td>
<td>1.86</td>
<td>3.85</td>
<td>0.06</td>
</tr>
<tr>
<td>Wet Mean</td>
<td>20.03</td>
<td>12.11</td>
<td>11.96</td>
<td>1.16</td>
<td>0.26</td>
<td>7.92</td>
<td>21.29</td>
<td>-0.04</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>5.35</td>
<td>6.07</td>
<td>2.42</td>
<td>0.42</td>
<td>0.05</td>
<td>2.6</td>
<td>6.31</td>
<td>0.08</td>
</tr>
<tr>
<td>FIC</td>
<td><strong>1.71</strong></td>
<td><strong>0.08</strong></td>
<td><strong>4.53</strong></td>
<td><strong>5.29</strong></td>
<td><strong>2.67</strong></td>
<td><strong>4.80</strong></td>
<td><strong>5.61</strong></td>
<td><strong>4.17</strong></td>
</tr>
</tbody>
</table>

Differential Pressure:5MPa
FIC: Fluid Indicator Coefficient

Table 5.2 Mean and standard deviation values and fluid indicator coefficients for fluid indicators at 50 MPa.

<table>
<thead>
<tr>
<th>Fluid indicators</th>
<th>$V_p$ (km/s)</th>
<th>$V_s$ (km/s)</th>
<th>$V_p/V_s$ (-)</th>
<th>$\rho$ (g/cc)</th>
<th>$I_p$ (km/s.g/cc)</th>
<th>$I_s$ (km/s.g/cc)</th>
<th>$\mu\rho$ (GPa.g/cc)</th>
<th>$\lambda\rho$ (GPa.g/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry Mean</td>
<td>4.02</td>
<td>2.6</td>
<td>1.55</td>
<td>2.2</td>
<td>8.89</td>
<td>5.77</td>
<td>34.97</td>
<td>12.59</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>0.58</td>
<td>0.41</td>
<td>0.04</td>
<td>0.2</td>
<td>1.86</td>
<td>1.3</td>
<td>16.26</td>
<td>4.56</td>
</tr>
<tr>
<td>Wet Mean</td>
<td>4.21</td>
<td>2.5</td>
<td>1.69</td>
<td>2.37</td>
<td>10.03</td>
<td>5.97</td>
<td>37.26</td>
<td>28.93</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>0.54</td>
<td>0.44</td>
<td>0.09</td>
<td>0.13</td>
<td>1.71</td>
<td>1.28</td>
<td>16.59</td>
<td>7.04</td>
</tr>
<tr>
<td>FIC</td>
<td><strong>0.33</strong></td>
<td><strong>0.24</strong></td>
<td><strong>3.50</strong></td>
<td><strong>0.85</strong></td>
<td><strong>0.61</strong></td>
<td><strong>0.15</strong></td>
<td><strong>0.14</strong></td>
<td><strong>3.58</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fluid indicators</th>
<th>$K$ (GPa)</th>
<th>$\mu$ (GPa)</th>
<th>$\lambda$ (GPa)</th>
<th>$\lambda/\mu$ (-)</th>
<th>$\sigma$ (-)</th>
<th>$K - \mu$ (GPa)</th>
<th>$I_p^2 - cI_s^2$ (GPa.g/cc)</th>
<th>$\Delta F$ (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry Mean</td>
<td>16.03</td>
<td>15.52</td>
<td>5.69</td>
<td>0.39</td>
<td>0.14</td>
<td>0.51</td>
<td>5.6</td>
<td>-0.25</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>5.27</td>
<td>6.12</td>
<td>1.84</td>
<td>0.13</td>
<td>0.03</td>
<td>1.91</td>
<td>3.6</td>
<td>0.05</td>
</tr>
<tr>
<td>Wet Mean</td>
<td>22.45</td>
<td>15.5</td>
<td>12.12</td>
<td>0.88</td>
<td>0.23</td>
<td>6.95</td>
<td>21.48</td>
<td>-0.08</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>5.11</td>
<td>6.27</td>
<td>2.52</td>
<td>0.3</td>
<td>0.05</td>
<td>3.09</td>
<td>6.9</td>
<td>0.09</td>
</tr>
<tr>
<td>FIC</td>
<td><strong>1.22</strong></td>
<td><strong>0.00</strong></td>
<td><strong>3.49</strong></td>
<td><strong>3.77</strong></td>
<td><strong>3.00</strong></td>
<td><strong>3.37</strong></td>
<td><strong>4.41</strong></td>
<td><strong>3.40</strong></td>
</tr>
</tbody>
</table>

Differential Pressure:50MPa
FIC: Fluid Indicator Coefficient
Figure 5.4 Fluid indicators coefficient versus pressure. Observe that the indicator: $I_p^2 - c* I_s^2$ is most effective indicator.

5.4 Crossplot analysis for the fluid indicators

A number of observations can be made from the cross-plot analysis:

1) Figure 5.5 is a crossplot of $I_p^2 - c* I_s^2$ versus $I_p$ for 5 MPa pressure with $c$ equal to 2.233. Figure 5.6 is a crossplot of $K - \mu$ versus $I_p$ and Figure 5.7 is a crossplot of $\lambda \rho$ versus $I_p$. Comparing these cross-plots, although there are poor separation between the dry sandstone and the wet sandstone for $I_p$, it can be observed that there is good clustering for dry sandstone and wet sandstone in $I_p^2 - c* I_s^2$ direction. This means $I_p$ and $I_p^2 - c* I_s^2$ values are fundamentally more orthogonal, which provides the best clusters for dry sandstone and wet sandstone.
2) There is a better clustering for dry sandstone than for wet sandstone. The reason for this stems from the difference in the bulk modulus between gas and water. The larger bulk modulus of water makes the values range of $lp^2 - c * Is^2$ much larger. Although the range of $lp^2 - c * Is^2$ for wet sandstone is larger than that for dry sandstone, there is no overlap for the dry and wet sandstones in $lp^2 - c * Is^2$ direction.

3) The clay content also affects the separation between dry sandstone and wet sandstone. The color bars in the Figure 5.5 to Figure 5.7 represent the clay content. It can be observed that with increasing clay content the dry sandstone with high clay content scatter to the left. However, the wet sandstone with high clay scatters to the right. The reason for this may be due to the bound water in the imbedded shale which makes the fluid term much larger for wet sandstone. By contrast, the clay in dry sandstone makes the fluid term more negative. Thus, a certain fraction of clay content may help improve the discrimination capability of $lp^2 - c * Is^2$ between dry and wet sandstones.

4) Not only clay content but also porosity will affect the discrimination between dry sandstone and wet sandstone. Figure 5.8 shows the crossplot of the fluid term using $c =2.2333$ versus P-wave impedance color-coded with porosity for the dry and wet sandstone samples at pressure of 5 MPa. The samples with high porosity, which are in red, cluster easily and do not overlap. However, those samples with lower porosity, which are in blue color, scatter to both sides and there is overlap between wet sandstone and dry sandstone when an improper $c$ value is applied. In other words, for the porous sandstone with high porosity, whatever $c$ value is chosen, they are ready to cluster which make it easy to discriminate dry sandstone from wet sandstone. For the tight sandstone
with lower porosity, an improper $c$ value will make the fluid terms overlap between wet sandstone and dry sandstone, which makes it difficult to separate two cases.

5) Lastly, the pressure also affects the discrimination capability of $Ip^2 - c \cdot Is^2$. Figure 5.9 shows the crossplot of the fluid term using $c=2.2333$ versus P-wave impedance, color-coded with porosity, for dry and wet sandstone samples at pressure of 50 MPa. Comparing Figure 5.8 with Figure 5.9, it can be observed that there is an obvious separation between the wet and dry sandstones at a pressure of 5 MPa. On the contrary, the samples for wet and dry sandstones overlap and there is poor separation between wet and dry sandstones at a pressure of 50MPa. That means that increasing differential pressure makes the discrimination between wet sandstone and dry sandstone more difficult. This observation agrees with the analysis result in Figure 5.4.

![Crossplot of fluid term (\(\rho_f = Ip^2 - 2.2333 \cdot Is^2\)) versus P-wave impedance (\(Ip\)) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.](image)

Figure 5.5 Crossplot of fluid term ($\rho_f = Ip^2 - 2.2333 \cdot Is^2$) versus P-wave impedance ($Ip$) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.
Figure 5.6 Crossplot of fluid term ($K - \mu$) versus P-wave impedance ($Ip$) color-coded with clay content for dry and wet sandstone samples at $Pe=5$ MPa.

Figure 5.7 Crossplot of fluid term ($\lambda\rho$) versus P-wave impedance ($Ip$) color-coded with clay content for dry and wet sandstone samples at $Pe=5$ MPa.
Figure 5.8 Crossplot of fluid term \( \rho_f = Ip^2 - 2.2333 \times Is^2 \) versus P-wave impedance \( Ip \) color-coded with porosity for dry and wet sandstone samples at \( Pe=5 \) MPa.

Figure 5.9 Crossplot of fluid term \( \rho_f = Ip^2 - 2.2333 \times Is^2 \) versus P-wave impedance \( Ip \) color-coded with porosity for dry and wet sandstone samples at \( Pe=50 \) MPa.
5.5 Using different C values

Since $I_p^2 - c \ast I_s^2$ is the best fluid indicator for discriminating wet sandstone from dry sandstone, it is very important to select an appropriate $c$ value to get a better separation between dry and wet sandstones. Crossplot analysis using different $c$ values shows how $c$ value affects the clustering of dry and wet sandstones. Figures 5.10 to Figure 5.13 show the crossplots of $I_p$ versus $\rho_f$ using different $c$ values ($c$ equal to 2.8, 2.333, 2.233, and 2 respectively). The dry and wet cases are indicated by different symbols.

On a crossplot of $I_p$ versus $\rho_f$ (Figure 5.10, $c = 2.8$), there are two clusters associated with wet and dry sandstones. For the samples with high $I_p$ value, they deviate from the base lines ($\rho_f = 0$ for dry sandstones and $\rho_f = 20$ for wet sandstones) to the left. It is hard to select a cut-off value to separate wet sandstone from dry sandstone.

For the crossplots of $I_p$ versus $\rho_f$ (Figure 5.11, $c = 2.333$, Figure 5.12, $c = 2.233$), some samples with high $I_p$ value start to align along the base lines to show the better separation between dry sandstone and wet sandstone.

In the crossplot of $I_p$ versus $\rho_f$ (Figure 5.13, $c = 2$), the samples deviate from the base lines to the right. That is, the separation line trends from bottom left to top right.

Comparing these crossplots from $c = 2$ to $c = 2.8$, it can be observed that the best choice would appear to be $c = 2.233$, because the clustering of dry sandstone are much closer to the base line ($\rho_f = 0$) and there is best separation between wet and dry sandstones. The crossplot using $c = 2$, which corresponds to the LMR (lambda-mu-rho) method of Goodway et al. (1997), would not give as good a separation between dry and wet sandstones.
Figure 5.10 Crossplot of fluid term \(( \rho f, c = 2.8 )\) versus P-wave impedance \(( Ip )\) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.

Figure 5.11 Crossplot of fluid term \(( \rho f, c = 2.333 )\) versus P-wave impedance \(( Ip )\) color-coded with clay content for dry and wet sandstone samples at Pe=5 MPa.
Figure 5.12 Crossplot of fluid term ($\rho_f$, $c = 2.233$) versus P-wave impedance ($I_P$) color-coded with clay content for dry and wet sandstone samples at $P_e=5$ MPa.

Figure 5.13 Crossplot of fluid term ($\rho_f$, $c = 2$) versus P-wave impedance ($I_P$) color-coded with clay content for dry and wet sandstone samples at $P_e=5$ MPa.
5.6 Conclusion

Based on the above analysis, it can be summarized that:

1. The fluid indicators: \( Ip^2 - c^* Is^2 \), \( K - \mu \), \( \lambda \rho \), \( K \), \( \lambda \), \( \lambda / \mu \), and \( \sigma \) are more sensitive to fluid content than other attributes, such as \( V_p / V_s \) ratio, and P-wave impedance. Cross plots show that the fluid indicators: \( Ip^2 - c^* Is^2 \), \( K - \mu \) exhibit almost the same discrimination capability between the dry and wet sandstones. However, the fluid indicator \( \lambda \rho \) does not provide a better separation between wet and dry sandstones. Among these fluid indicators, \( Ip^2 - c^* Is^2 \) is the most sensitive to the fluid content. The theoretical reason for this is that this attribute is dominated by the pore fluid whereas other fluid indicators are affected by fluid and rock skeleton combined.

2. For unconsolidated sandstone with higher porosity, the fluid indicators \( Ip^2 - c^* Is^2 \), \( K - \mu \), \( \lambda \rho \) provide better discrimination between dry and wet sandstones. However, for consolidated sandstone with lower porosity, the fluid indicator \( Ip^2 - c^* Is^2 \) offers the best discrimination between dry and wet sandstones.

3. With an increasing pressure, the sensitivity of fluid indicators ( \( Ip^2 - c^* Is^2 \), \( K - \mu \), \( \lambda \rho \), \( K \), \( \lambda \), \( \lambda / \mu \), and \( \sigma \) ) to the fluid content is reduced. This means that with increasing compaction and cementation, the discrimination of the dry sandstone from the wet sandstone will therefore be more difficult.

4. The \( c \) value plays an important role in the fluid indicator: \( Ip^2 - c^* Is^2 \). Success of \( Ip^2 - c^* Is^2 \) method is subject to the appropriate estimation of \( c \) value. This can be done empirically using measured well log values.
CHAPTER SIX: BLACKFOOT CASE STUDY

6.1 Introduction

With the conventional stacked P-wave seismic reflection data only, the interpretation is limited to the structure and P-wave impedance. However, with the AVO analysis, additional information such as S-wave velocity and impedance and elastic rock parameters are available, which can provide more detailed information for estimating lithology and fluid content.

In this chapter, the generalized fluid method is applied to P-wave seismic data in Blackfoot area to image the areal extent of porous sandstone within a Glauconitic incised valley system and also to discriminate the fluid content of the channel system.

For real seismic data, not only the selection of $c$ value but also the quality of AVO inversion of the seismic data will affect the result of the generalized fluid method. The estimation of the $c$ value using well logs, and based on Gassmann fluid substitution theory, will be discussed in this chapter. Pre-stack inversion is performed to extract P-wave and S-wave impedance using the AVO and STRATA packages from Hampson-Russell Software. Finally, the fluid indicator $I_p^2 - c * I_s^2$ will be extracted to better understand the capability of this method to indicate the presence of hydrocarbons within the Glauconitic incised valley system.

6.2 Seismic and well data

In 1995, a 3C-3D survey was acquired over the Blackfoot Field, located 20 km southeast of Strathmore, Alberta, as shown Figure 6.1. This figure shows the paleogeography of the Lower Cretaceous, at the time the incised valley system was formed. The objectives of the survey were to: 1) delineate a Glauconitic incised valley system, 2) distinguish
between sand and shale valley fills, and 3) delineate hydrocarbon content within the Glauconitic incised valley system (Margrave et al., 1998). The seismic data used in this study is one portion of the whole survey of the P-P data, covers the Glauconitic incised valley system and two wells which have P-wave and S-wave sonic well logs. An amplitude-preserving processing scheme was run using PROMAX and VISTA software and AVO attributes were derived using STRATA package from Hampson-Russell Software. The zone of interest is the upper valley around 1024 ms and lower valley at 1040 ms on the P-wave post-stack seismic section (see figure 6.4).

Figure 6.1 Paleogeography of Lower Cretaceous during the formation of the Glauconitic incised-valley system and location of Blackfoot area (Dufour et al., 2002).
There are only two wells available (08-08 and 04-16) which have P-wave and S-wave sonic logs and density logs. The dipole logs were acquired from the top of the Mannville to the top of Mississippian, which cover the Glauconitic incised valley system. These two wells were loaded into Geoview package from Hampson-Russell Software for well calibration and $c$ value extraction.

6.3 Geological background

The depositional environment in Blackfoot area is characterized by a meandering fluvial system with paleo-drainage from south to north of figure 6.1. Three sets of incised valleys: upper, lithic, and lower valleys, which correspond to the different fluvial and estuarine sediments during the increasing and falling of relative sea level, are found in the complex compound incised-valley system (Broger et al., 1997).

Figure 6.2 is a schematic diagram for the three different incised valleys. The upper and lower incised valleys are mainly composed of sandstone with an average porosity of approximately 18% and permeability around 750 md, and are the main reservoirs. The lithic incised valleys are made of denser lithic sandstone of low permeability are considered as non-reservoir (Miller, 1996).

The main production zone in the Blackfoot area is the upper Glauconitic Group and the primary fluid in the upper incised valleys is oil. Gas is occasionally present in the upper incised valleys (Miller, 1996). Figure 6.3 shows the time structure of Ostracod horizon, which indicates a structure trap around the 08-08 well and the 04-16 well. Figure 6.4 shows the seismic section with horizons and the resistivity log superimposed. The horizons labeled Ostracod and Mississippian represent the top and base of the Glauconitic
incised valley system. The large value in the resistivity well log indicates the presence of hydrocarbons.

Figure 6.2 Schematic stratigraphy of the Glauconitic incised valley system (Dufour et al., 2002).

Figure 6.3 The time structure for the Ostracod horizon (upper valley) and well locations.
Post-stack seismic data can provide interpretation of structural traps or lithological facies distribution. The time slices in figure 6.5 show anomalous amplitudes associated with the upper and lower incised valleys with gas or oil bearing porous sandstone. The wide upper valley goes from south to north and the narrow lower valley goes from southwest to northeast. These two incised valleys both run across the 08-08 and 04-16 wells. However, it is hard to infer the presence of the hydrocarbon in the upper and lower valley systems. Based on the resistivity logs and other rock property curves for the 08-08 and 04-16 wells, the 08-08 well indicates the presence of hydrocarbon in the upper valley whereas the 04-16 well does not. Therefore, the post-stack seismic does not support the interpretation of the hydrocarbon in the Glauconitic incised valley system. However, the generalized fluid method can provide additional fluid information together with other elastic rock
parameters and it can greatly improve the imaging and fluid interpretation in the Glauconitic incised valley systems.

Figure 6.5 Time slices from P-wave stack which show the upper valley (left) and lower valley (right). The low amplitude maps the porous sandstone in the Glauconitic channel system.

6.4 True amplitude processing of the Blackfoot PP data

The success of AVO pre-stack inversion is subject not only to the inversion algorithms but also to the processing sequence applied to the data. For obvious and strong AVO effects, the amplitude bias introduced by poor processing algorithms can be overcome. However, for weak AVO effect, often associated with the presence of hydrocarbons, unsatisfactory processing is even more damaging (Allen and Peddy, 1993).

There are three important issues throughout the amplitude-preserving process:
1) The relative amplitudes for the common reflection point (CRP) gather must be preserved to maintain the amplitude variation with offset.

2) Surface-consistent related techniques should be applied to maintain the relative amplitudes within common reflection point (CRP) gathers, such as surface-consistent static correction and surface-consistent deconvolution.

3) An appropriate migration algorithms must be used to properly image the amplitudes prior to the pre-stack amplitude inversion to derive the AVO attributes. The best processing sequence should be chosen by investigating the amplitude behaviour from each processing sequence and then calibrating with the theoretical reflection coefficients derived from the well logs. After evaluation, the chosen processing flow for the P-P data was follows: 1) 3D geometry registration, 2) trace editing, 3) true amplitude recovery, 4) surface-consistent deconvolution, 5) elevation and refraction statics corrections, 8) velocity analysis, 9) residual surface consistent statics, 10) normal moveout, 11) trim statics, 12) transformation from offset gather to angle gathers, and 13) gather smoothing.

6.5 Pre-stack seismic inversion

Using a linearized approximation for the Zoeppritz equations, and a least-squares curve fitting to the reflection amplitude variation, various reservoir parameters could be estimated. The typical outputs of pre-stack inversion are P-wave and S-wave reflectivities. These reflectivities can be transformed to the P-wave and S-wave impedance through conventional post-stack inversion. Other attributes can be estimated based on the P-wave and S-wave impedance. These include P-wave and S-wave velocity, density, and the attributes discussed in earlier chapters.
A key issue in pre-stack inversion is wavelet extraction. The extraction methods fall into three categories: 1) deterministic; 2) statistical; 3) using a well log. In this study the third method was used to extract the wavelets. Multiple wavelets should be estimated from different offsets to compensate for offset-dependent phase, bandwidth, tuning, and NMO stretch.

Figure 6.6 The waveform and the spectrum for the extracted wavelet for the near offset at the location of well 08-08.

Once the wavelets were extracted (Figure 6.6), well log correlation was performed. For both 08-08 and 04-16 wells, the synthetics and the extracted seismic traces around the wells were generated for the calibration. Shifting, stretching, and squeezing are applied to align the major events on the synthetic and extracted seismic trace to get the correct time-depth relationship to tie the well data to the seismic data. To remove spikes and noise on the well logs, blocking was applied on the P-wave and S-wave and density logs to get a better match between the synthetic and seismic data. The well calibration result is shown
in figure 6.7 and shows that the seismic character between synthetic and seismic match very well (i.e. the blue CDP stack matches the repeated red trace from Inline 85).

Figure 6.7 Well calibrations for well 08-08. Well logs were blocking processed. Synthetic is displayed in blue and extracted seismic trace is displayed in red.

The next step in the inversion process is to build an initial guess model for P-wave and S-wave impedance and density using an interpolation method. In this process, the picked seismic horizons are used to honour the stratigraphic information and to constrain the interpolation process (Hampson and Russell tutorial). The model was constrained by the smoothed well logs to provide the low frequency information. High frequency information through the later pre-stack inversion will be added to the model to obtain the full bandwidth information about P-wave and S-wave impedance and density.

After building the initial guess model, the inversion parameters are analyzed at well locations (Figure 6.8). Through the inversion analysis process, relationships between P-
wave and S-wave impedance and density for the background were obtained to stabilize the inversion (Hampson and Russell tutorial).

Figure 6.8 Inverted P-wave and S-wave impedance, velocity and density logs (in red) and the original ones (in blue) using pre-stack seismic inversion for well 08-08.

Finally, the optimized inversion parameters were applied to the whole volume to get P-wave impedance ($I_p$), S-wave impedance ($I_s$), P-wave velocity ($V_p$), S-wave velocity ($V_s$), and density ($\rho$).

Theoretically, density is poorly imaged through AVO inversion when the angle gather range is less than 30 degrees. In this study, the maximum angle is 28 degree and the density was estimated based on the regression between density and P-wave impedance based on the well analysis.
Figure 6.9 and Figure 6.10 show the cross section of the P-wave impedance and S-wave impedance with the resistivity well log from 08-08 well superimposed. The zone of interest is the upper incised valley which is associated with the relative low impedance and high resistivity. It can be observed that the known upper and lower incised valleys correlate with low P-wave impedance values. However, from the cross-section of the S-wave impedance it is hard to discriminate the upper and lower incised valleys from the lithic incised valleys.

Figure 6.11 shows the extracted time slices at 1024 ms from the P-wave and S-wave impedance. The lower impedance anomalies are associated with porous sandstone in the upper incised valley and it is hard to observe the distribution of the porous sandstone from the time slice of the S-wave impedance.

Figure 6.9 In-line 85 cross section of the inverted P-wave impedance ($I_p$) with well tops and resistivity well log superimposed.
Figure 6.10 In-line 85 cross section of the inverted S-wave impedance \((I_s)\) with well tops and resistivity well log superimposed.

Figure 6.11 Time slices of P-wave impedance (left) and S-wave impedance (right) at the upper valley level with well locations.
6.6 The generalized fluid term extraction

6.6.1 C value extraction

To estimate the value of \((V_p / V_s)^{dry}\) at the well location, the dry values for the P-wave and S-wave velocity and density at the well location were inverted using the Gassmann equation. The local bulk modulus and density for the fluid was generated from the Batzle and Wang equations (Kumar, 2006). Figure 6.12 shows the estimated \((V_p / V_s)^{dry}\) values for the zone of interest. Figure 6.13 is the crossplot of \(c\) value versus porosity for well 08-08 at a depth interval of 1500 m-1750 m. It can be observed that \(c\) is approximately 2.3 for the Glauconitic sand and 2.7 for the shale.

The zone of interest is the Glauconitic upper and lower incised valleys and the purpose of this study is to discriminate the Glauconitic upper and lower incised valley from the shale background and to detect the fluid content inside the channel system. Thus, we choose the average \(c\) value for Glauconitic sand. From the Figure 6.13, the optimal value for upper and lower incised valley is 2.33.

![Figure 6.12 The estimated c value and gamma, density and lithology well logs for 08-08 well.](image)
If the P-wave and S-wave sonic logs and density log are available, we can study the
discrimination power of the logs and their transforms for lithology and fluid identification.

Figure 6.14 shows the value of $\lambda \rho$ (track 3), Poisson’s ratio (track 4), $K - \mu$ (track
5), $V_p/V_s$ ratio (track 6), and $I p^2 - c*I_s^2$ (track 7) calculated using the P-wave and S-
wave velocity and density for the 08-08 well. It can be observed that the fluid
terms $I p^2 - c*I_s^2$, $\lambda \rho$, and $K - \mu$ show the same discrimination capability in separating
the porous Glauconitic sand (upper and lower incised valley) from the lithic sand and
shale, which means these indicators can be used to discriminate the upper and lower
valleys from the lithic sandstone and shale background. Based on the well log display,
$Ip^2 - c*I_s^2$ is the most sensitive indicator for the fluid content.

Figure 6.13 Crossplot of $c$ value versus porosity for well 08-08, depth interval: 1500 m-
1750 m.
Figure 6.14 Comparison between P-wave velocity ($V_p$), Lambda*Rho ($\lambda \rho$), Poisson’s ratio ($\sigma$), $K - \mu$, $V_p/V_s$ and $Ip^2 - c*Is^2$ for well 08-08.

From the well log crossplot of $\rho_f$ and $\rho_s$, the porous sandstone in the upper and lower valleys has distinctive $\rho_f$ and $\rho_s$ responses compared to lithic sandstone and shale (Figure 6.15). This is due to the fact that porous sandstones are more compressible than tight sandstones and more rigid than shale.

### 6.6.2 Fluid term extraction

Once P-wave impedance ($Ip$) and S-wave impedance ($Is$) were obtained, the estimated $Ip$ and $Is$ were then used to derive the fluid term ($\rho_f$) and skeleton term ($\rho_s$) using the following equations:

$$\rho_f = Ip^2 - cIs^2,$$  \hspace{1cm} (6.1)
Also, given the inverted density, various elastic parameters can be estimated, such as incompressibility ($\lambda$), rigidity ($\mu$), bulk modulus ($K$), and Poisson’s ratio. However, owing to the limited angle range, the density was therefore not constrained by the density and P-wave velocity relationship observed in the well logs. For this reason, density can’t be used to derive the separate elastic parameters for the interpretation of the lithology and fluid content.

From the \((V_p/V_s)_{dry}^2\) analysis based on the well logs for the target zone, the optimal \((V_p/V_s)_{dry}^2\) should be around 2.333. The fluid term ($\rho f$) and skeleton term ($\rho s$) are estimated using $c = 2.333$.

Figure 6.15 Crossplot of fluid term $\rho f$ ($\rho f$) versus skeleton term $\rho s$ ($\rho s$) for well 08-08.
Figures 6.16 and Figure 6.17 show the time slices of the fluid term \( \rho_f \) and skeleton term \( \rho_s \) for the upper valley and lower valley. As we know, there are hydrocarbons in well 08-08 at the upper and lower valley levels but not in well 04-16. The fluid term in Figure 6.16 indicates the presence of hydrocarbons in the porous sandstone within the Glauconitic incised valley system, which agrees with the observation on the well log data. The skeleton term in Figure 6.17 indicates the lithology information in the incised valley system. The relative higher value for the skeleton term time slice agrees with the fact that the valley was filled with the lithic sandstone with lower porosity at the location of the well 04-16.

Figure 6.16 Time slices of fluid term \( \rho_f, c = 2.333 \) for the upper valley (left) and lower valley (right) with well locations.
Figure 6.17 Time slices of skeleton term ($\rho_s$) for the upper valley (left) and lower valley (right) with well locations.

The crossplot of the fluid term ($\rho_f$) and skeleton term ($\rho_s$) will enhance the interpretation of the lithology and fluid content by setting up the cut-off values for the high skeleton term ($\rho_s$) and low fluid term ($\rho_f$) (Figure 6.18).

To investigate the effect of the $c$ value on the fluid term, different $c$ values were applied to extract the fluid terms. Figure 6.19 to figure 6.22 show the fluid term time slices using $c$ equal to 1.0, 2.0, 2.233, and 3.0. The fluid term using $c=1.0$ is equivalent to the attribute of $lp^2 - ls^2$ which is often used as a fluid indicator. When $c=2.0$ is used, the fluid term is equal to Lambda-Rho ($\lambda\rho$), which corresponds to the LMR (lambda-mu-rho) method. A $c$ value of 2.233 corresponds to porous clean sandstones and the value of $c=3.0$ is for the shale case which consider the shale as background.
Figure 6.18 The crossplot (above) of the fluid term ($\rho_f$) versus the skeleton term ($\rho_s$) for the upper valley. Polygon in blue means the low fluid term. The blue color on the seismic cross section (bottom) is correspondent with the blue rectangle in the crossplot.
From the time slices of the fluid term for the upper valley and lower valleys, it is noticed that the trends corresponding to the upper and lower valleys are similar, but they show much more difference inside the channel system. For the time slice from the fluid term ($\rho_f$, $c=1.0$), the trend for the upper incised valleys is clearly demonstrated. However, it provides the poor resolution for the interpretation of the upper valley. Time slices of the fluid terms using $c=2.0$, 2.233, and 3.0 greatly improve the interpretive resolution and give much more information on the hydrocarbon inside the upper valley system. Time slices of the lower valleys, using the fluid terms, show not much difference, which means the inversion result for the lower valley is not sensitive to the $c$ value selection.

The interesting thing is that although $c=3.0$ is not a proper value for the fluid term extraction, it provides the better interpretive result. This can be explained by the fact that the fluid term based on the band-limited seismic may have some bias during the inversion process, which makes the extracted fluid term insensitive to the $c$ value.
Figure 6.19 Time slices of fluid term \( \rho f \), \( c = 1.0 \) for the upper valley (left) and lower valley (right) with well locations.

Figure 6.20 Time slices of fluid term \( \rho f \), \( c = 2.0 \) for the upper valley (left) and lower valley (right) with well locations.
Figure 6.21 Time slices of fluid term ($\rho f$, $c=2.233$) for the upper valley (left) and lower valley (right) with well locations.

Figure 6.22 Time slices of fluid term ($\rho f$, $c=3.0$) for the upper valley (left) and lower valley (right) with well locations.
6.7 Conclusions

Although the generalized fluid method provides a flexible way to derive the fluid term to identify the presence of the hydrocarbon in the reservoir, the selection of the $c$ value is a challenge. When core samples are available, it is easy to estimate the $c$ value for the specific reservoir. The $c$ value can also be estimated using the full dipole sonic logs and density log using the Gassmann fluid substitution. Because there are assumptions on the components of the mineral in the rock, fluid constitution, the estimated $c$ value is not always reliable using the Gassmann approach.

Similar discrimination can be observed in $Ip^2 - c^* Is^2$, $K - \mu$, $\lambda \rho$ based on the analysis of the well logs and seismic data. Well log analysis shows that the fluid term $Ip^2 - c^* Is^2$ may be the most sensitive to the hydrocarbon although there is often not much difference in the term when extracted from noisy seismic data.

The inversion results of the fluid term $Ip^2 - c^* Is^2$ can greatly improve our ability to image and interpret porous sandstone and hydrocarbon distribution in the Glauconitic incised valley as long as a proper $c$ value is provided.
CHAPTER SEVEN: CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

In this study various dataset, including laboratory measurements, numerical examples, well logs, and real seismic data, were investigated using the generalized fluid method. It can be concluded that:

1. The laboratory measured data show that the value of \((V_p/V_s)_{dry}\) ratio will be affected by the clay content, porosity, and differential pressure. The value of \((V_p/V_s)_{dry}\) ratio for dry sandstones increases with porosity and decreases with clay content. For dry shaly sandstones, \((V_p/V_s)_{dry}\) ratio increases with increasing differential pressure. However, for clean sandstones, \((V_p/V_s)_{dry}\) ratio remains constant with different differential pressures. The average value of \((V_p/V_s)_{dry}\) ratio s is around 1.52 for dry clean sandstones and 1.55 for dry shaly sandstones. The corresponding \(c\) values in the generalized fluid method are 2.31 and 2.40, respectively.

2. To some extent, the fluid indicators: \(I_{p^2} - c*I_{s^2}\), \(K - \mu\), \(\lambda \rho\), \(K\), \(\lambda\), \(\lambda/\mu\), and \(\sigma\) exhibit the same discrimination capability for dry and wet sandstones. The difference among them is that \(I_{p^2} - c*I_{s^2}\) and \(K - \mu\) are sensitive to the pore fluid alone whereas other fluid indicators are sensitive to the pore fluid and rock skeleton combined.

3. Porosity, differential pressure, and clay content will affect all the fluid indicators’ discrimination ability between wet and dry sandstones. Laboratory measured data shows that high porosity will make the discrimination between wet and dry sandstones easier. The presence of clay makes it easy to discriminate the fluid content. With increase of
pressure, the sensitivity of the fluid terms to the fluid content is reduced, which implies that the detection of fluid content will be more difficult with increasing compaction and cementation.

4. The $c$ value plays an important role in the generalized fluid method: $I p^2 - c \times I s^2$. It is important to estimate a proper value for $c$ to make the attribute $I p^2 - c \times I s^2$ more diagnostic than other attributes. The generalized fluid method provides a flexible approach to observe the anomalies associated with the fluid content. Usually, core data and well logs from the studied area will help determine the optimal $c$ value.

5. The Blackfoot seismic data demonstrated that the generalized fluid method can significantly improve our ability to identify the presence of hydrocarbons in Glauconitic incised valleys. The result of the fluid term is encouraging because it has proven to be a more sensitive discriminator of pore-fluid content than other methods.

**7.2 Future work**

It is clear that the generalized fluid method $I p^2 - c \times I s^2$ can provide a more intuitive way to interpret the presence of the hydrocarbons. Different $c$ values provide different fluid attributes to identify hydrocarbons. However, it is a challenge to derive the appropriate $c$ value for specific reservoirs. In this study, the effect of porosity, clay content, and pressure on the $c$ value was investigated for clastic reservoirs based on the Han’s laboratory measurements. More research work is needed to be done to study $c$ value change for different type of reservoirs.
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