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Abstract 

This thesis explores the feasibility, performance, and interpretability of Distributed 

Acoustic Sensing (DAS) seismic data, acquired in an experimental, shaped, deployment. This 

research addresses one of the main limitations of DAS—its directionality and lack of sensitivity 

to broadside seismic energy—by testing a novel, low-cost, permanent, multi-component DAS 

sensor array referred to as the Croissant. The Croissant consists of three sensors, each consisting 

of fiber wrapped around two 1x1m vertical plastic frames set at right angles. In this thesis I 

investigate whether the integration of compact, point-based multicomponent sensors of this kind 

into otherwise single-component DAS systems can overcome directional limitations and enhance 

seismic monitoring, while preserving the cost-effectiveness of the technology. The study is based 

on multi-year field data recorded between 2023 and 2025 at the Carbon Management Canada 

(CMC) Newell County facility using a P-wave vibrator along a circular source line. This 

experimental dataset enables the analysis of the Croissant’s response to a wide range of azimuths 

and offsets, allowing for an evaluation of its directional sensitivity. Initial observations showed 

consistently strong vertical responses, leading to the hypothesis that refracted waves may be 

arriving with dominant vertical energy. To test this hypothesis, a geometric DAS model was 

developed by parameterizing the Croissant’s fiber trajectory according to its physical design and 

wrapping pattern. Synthetic shot gathers were generated using both an analytical model and a 3D 

elastic finite-difference simulation (ElasWave3D) and compared with co-located geophone 

measurements for validation. Results showed strong agreement between synthetic and field data: 

the Croissant reliably captured vertical and horizontal strain, and amplitude decay followed 

expected trends. Synthetic geophone data supported the interpretation of refracted energy in the 

experimental DAS recordings. The findings support the Croissant’s effectiveness as a point-based, 

multicomponent DAS sensor. Improvements in signal clarity observed from 2023 to 2025 likely 

reflect improved sensor coupling due to soil compaction. While each sensor currently uses ~28 

meters of fiber using a gauge length of 7 meters, early results suggest that could be reduced to ~14 

meters under certain conditions. Co-located geophones provided critical reference data, 

reinforcing the directional trends and validating the Croissant DAS wave field interpretations. 
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1. CHAPTER 1 – INTRODUCTION 

Seismic acquisition is a fundamental component of both scientific seismology and exploration 

and development in the oil and gas industry. Instruments such as geophones and seismometers are 

traditionally employed to investigate the Earth’s interior, characterize subsurface structures, and 

explore for natural resources. By recording the seismic wave field generated from natural (e.g., 

earthquakes) or artificial (e.g., controlled explosions or vibrators) sources, these instruments 

enable the estimation of key subsurface properties. 

In recent years, fiber-optic technologies, originally developed for telecommunications, have 

been increasingly adapted for geophysical monitoring and acquisition. One of the most significant 

advances in this area is Distributed Acoustic Sensing (DAS). Over the past two decades, DAS has 

emerged as a valuable alternative to conventional geophones in seismic acquisition. DAS systems 

offer high spatial resolution—typically between 1 and 10 meters—and operate over a broad 

frequency range, from millihertz to tens of kilohertz. These features, combined with simpler 

deployment logistics, lower costs, and resilience to extreme environmental conditions (from -50°C 

to 400°C), have enabled DAS to be employed in a wide range of applications (Tang et al., 2021). 

These include vertical seismic profiling (VSP), downhole surveillance, microseismic monitoring, 

flow monitoring, carbon capture and storage (CCS), geothermal energy exploration, mineral 

prospecting, and earthquake seismology, among others (Mateeva et al., 2014; Daley et al., 2013; 

Lindsey et al., 2017; Ajo-Franklin et al., 2019). 

1.1 Conventional sensors – geophones and seismometers 

Geophones are similar to seismometers in their design and are also used to register seismic 

waves. In the past, there were clear differences between geophones and seismometers. Compared 

to conventional geophones, seismometers are more suitable for detecting extremely small ground 

movements as they cover a wider frequency band, including the frequency range below their 

natural frequency, usually from 0.01 to 50 Hz (Hou et al., 2021). In conventional geophones, the 

frequency band is in the range of 1-15 Hz. They are cheaper than seismometers and are therefore 

more commonly used in arrays for large area detection with better specialised resolution. However, 

with the development of new technologies, the frequency coverage in compact devices has also 
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increased significantly, so that geophones can now cover frequency bands from 0 to 500 Hz and 

the boundaries between geophones and seismometers are becoming blurred (Hou et al., 2021). 

In these conventional sensors, a coil is suspended by springs in a magnetic field (the magnet 

may be integral with the case of the instrument). A seismic wave moves the case and the magnet, 

but the coil remains relatively stationary because of its inertia. The relative movement of a 

magnetic field with respect to the coil generates a voltage across the coil, the voltage being 

proportional to the relative velocity of the coil with respect to the magnet. Below the natural 

frequency, the output (for input of constant velocity of magnet motion) is proportional to frequency 

and hence to the acceleration involved in the seismic wave (Evenden et al., 1971). 

Geophones ordinarily respond to only one component of the ground’s displacement, 

velocity, or acceleration that is involved in the passage of a seismic wave. Three mutually 

orthogonal phones are used to record all three components (Evenden et al., 1971). 

The majority of geophones are used in reflection seismology to record the energy waves 

reflected by the subsurface geology. In this case the primary interest is in the vertical motion of 

the Earth's surface. However, not all the waves are upwards traveling. A strong, horizontally 

transmitted wave known as ground-roll also generates vertical motion that can obliterate the 

weaker vertical signals (Sheriff and Geldart, 1995; Yilmaz, 2001). 

1.2 Fiberoptic sensor – Distributed Acoustic Sensing (DAS)  

DAS operates based on the principles of optical time-domain reflectometry (OTDR). A 

coherent laser pulse is transmitted along a fiberoptic cable. As the light travels through the fiber, 

a small portion is scattered due to Rayleigh, Raman, and Brillouin interactions (Shatalin et al., 

2021). This backscattered light is captured by an interrogator unit. The time delay between the 

emitted pulse and the returned signal allows the system to determine the position along the fiber 

at which scattering occurred. 

When the fiber is subjected to strain—such as from seismic waves—the local stretching or 

compression alters the phase of the backscattered light. These changes in phase cause interference 
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patterns in the returned signal, which are measured over time to infer strain or strain rate. In effect, 

the entire optical fiber acts as a distributed array of seismic sensors. 

DAS measurements are typically averaged over a segment of the fiber referred to as the 

gauge length, meaning the recorded signals represent strain integrated over this distance. While 

data are often presented as a time series from discrete points, it is essential to recognize this 

averaging effect. The ability to obtain densely sampled seismic wave fields using existing fiber 

infrastructure has significantly expanded the scope of geophysical applications for DAS (Daley et 

al., 2016;Mestayer et al., 2011). 

Initial implementations of DAS were concentrated in borehole environments, where 

coupling between the fiber and surrounding rock can be made strong. These setups have been 

particularly effective in vertical seismic profiling and monitoring of hydraulic fracturing 

operations (Karrenbach et al., 2018). However, DAS is also being investigated for surface seismic 

reflection surveys. Although surface installations are often limited by poor sensitivity to steeply 

incident P-waves, modified cable geometries can partially mitigate this issue (Bakulin et al., 2020). 

DAS-recorded strain-rate signals closely resemble conventional seismometer outputs but 

differ due to their directional response. However, practical cable layouts frequently include bends 

and directional changes, complicating this conversion. 

While DAS offers considerable promise, its measurement of only axial strain limits its 

ability to capture the full vector nature of seismic waves; the same can be said of single-component 

geophones. This constraint poses challenges for tasks such as seismic inversion and reservoir 

characterization (Lim Chen Ning and Sava, 2018). 

 

1.3 Challenges with DAS 

Despite its advantages, DAS technology presents several challenges that must be addressed 

to enable broader adoption in land-based seismic acquisition. 
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One major limitation is the lack of multicomponent capability. Traditional DAS systems 

are sensitive only to strain along the axis of the fiber. As a result, signals arriving perpendicular to 

the fiber—so-called broadside signals—are often underrepresented or entirely missed (Bakku, 

2015; Lumens, 2014). Field trials have confirmed that DAS sensitivity to plane P-waves drops as 

cos2 𝜃 with increasing angle 𝜃 (Kuvshinov, 2016). Since the recorded strain reflects only the 

component aligned with the fiber’s axial orientation, the full seismic wave field cannot be captured 

without geometric modifications to the cable layout. Some studies have proposed coiled or 

helically wound fiber arrangements to recover multiple directional components and reconstruct the 

local strain tensor (Innanen, 2017; Kuvshinov, 2016; Lim Chen Ning and Sava, 2018; Mateeva et 

al., 2014; Takekawa et al., 2022). 

Another important consideration is the fiber-to-soil coupling. Effective data acquisition 

relies on strong mechanical contact between the fiber and the surrounding medium. In many 

deployments, especially surface-laid cables, coupling is weak due to reliance on gravity and 

friction alone (Martin et al. 2017). Poor coupling particularly affects high-frequency signals, 

diminishing data quality. Buried or trenched installations improve coupling but present logistical 

and financial challenges, especially in complex terrain or protected environments. 

Nonetheless, even with imperfect coupling, DAS has proven capable of recording surface 

waves, refracted arrivals, and microseismic events. Furthermore, the use of ambient noise 

interferometry with DAS holds promises for long-term monitoring applications, including virtual 

source imaging and earthquake detection (Ajo-Franklin et al., 2019; Lindsey et al., 2020) 

 

1.4 DAS in seismic 

Modern land seismic acquisition has been trending toward “light and dense” survey 

geometries, aimed at minimizing equipment while increasing spatial resolution. Within this 

paradigm, wireless nodal systems have gained traction due to their operational flexibility (Bakulin 

et al. 2020). However, these systems often forego array-based signal averaging, which can reduce 

data quality. Densely spaced geophones (e.g., 1-meter intervals) could compensate for this 
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limitation, but the associated costs remain prohibitive due to limited economies of scale in point 

sensor manufacturing. 

In this context, DAS offers a compelling alternative. Its capacity for high channel density 

and fine spatial sampling makes it particularly suited for land-based seismic surveys. A single 

deployment of fiber-optic cable can serve as a dense linear array, facilitating continuous seismic 

recording without the need to reposition sensors. This approach supports multiple exploration 

objectives, including shallow imaging, deep-target characterization, and velocity model 

development. 

While DAS systems are inherently limited by directional sensitivity and cannot record 

three-component data, the potential benefits—such as reduced field labor, low marginal cost per 

channel, and rapid scalability—often outweigh these drawbacks. Additionally, with sub-meter 

spatial resolution, DAS provides a level of data coverage that is economically unattainable with 

conventional geophone arrays. 

Although DAS has been more commonly used in borehole applications, its utility in surface 

seismic acquisition is gaining recognition. Surface deployments are poised to benefit significantly 

from DAS technology, particularly as demand grows for high-density spatial sampling in both 

academic and industry settings. 

 

1.5 Thesis overview and objectives 

This thesis explores the feasibility, performance, and interpretability of DAS in land-based 

seismic acquisition through an experimental deployment. To me and my collaborators’ knowledge, 

it represents the only field-deployment of a system of the type discussed above: one built to 

measure, through shaping, full vertical and horizontal components of strain rate. In this thesis I 

investigate its response with the aim to develop it as a novel, low-cost, multi-component DAS 

sensor. It is referred to as the Croissant.  
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One of the motivations for this work is to introduce the possibility that, in an otherwise 

single-component experiment such as DAS, it may be useful to have selected points where the full 

elastic wave field can be measured. The idea is to determine whether single-component DAS data, 

which are inherently limited in directional sensitivity, can be appropriately used for monitoring 

when it is supported by the sensing of the full multicomponent seismic wave field. If that proves 

to be the case, then DAS—already valued for its low cost, long-term monitoring capabilities, and 

use of the same system, same fiber, and same interrogator—could be enhanced through the 

addition of compact, point-based multicomponent sensors like the Croissant, without 

compromising its cost-effectiveness. 

This study is based on multi-year data acquisition carried out at the Carbon Management 

Canada (CMC) Newell County facility. Data were collected between 2023 and 2025 along a 

circular source line, Line 41, using a P-wave vibrator (P-Vibe). This experimental dataset enables 

the analysis of the Croissant’s response to a wide range of azimuths, and offsets, allowing for an 

evaluation of its directional sensitivity and potential, in the future, for the full strain tensor 

recovery. 

The Croissant sensor builds upon previous work involving buried directional DAS sensors 

(DDS), particularly the Pretzel configuration tested by Innanen et al., (2018) and Hall et al., (2020; 

2022) as well as the small-scale multi-component prototype developed by Takekawa et al. (2022). 

The Pretzel, a 10 × 10 m flat fiber layout, demonstrated the ability to measure horizontal strain 

components but lacked vertical sensitivity due to its two-dimensional design. In contrast, the 

Croissant measures approximately 1 × 1 × 1 m and consists of fiber wrapped on two vertical plastic 

frames set at right angles, enabling it to capture vertical motion while maintaining a compact and 

permanent design.  

One important question regarding the feasibility of directional DAS sensors like the 

Croissant is whether such a sensor can be deployed at large scale. The design involves wrapping 

fiber multiple times around frames, which may not be practical for broad deployment due to labor, 

material, or spatial constraints. Rather than proposing the Croissant as a scalable replacement for 

conventional linear DAS arrays, this study explores its potential as a point-based, multi-component 

sensing unit. The aim is to assess whether this compact, permanent design can provide enhanced 
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strain information—ideally enabling 3- to 9-component measurements at discrete locations—

offering richer data at strategic points in a survey area for seismic analysis purposes. 

The core goal of this work is to characterize the Croissant’s response to a multi-offset, 

multi-azimuth source-receiver geometry. A key objective is to compare the recorded experimental 

data with synthetic responses generated from numerical models and from co-located geophone 

measurements. This comparative analysis aims to evaluate the sensor’s directional sensitivity, 

amplitude response, and the inherent frequency content of the seismic wave field recorded by each 

multicomponent sensor, as well as to use the analysis to suggest ways the Croissant might be 

improved for future applications. 

To provide a roadmap of the thesis, the chapters are organized as follows: 

• Chapter 2 provides the theoretical foundation and principles of DAS technology, describing 

the main system components as well as the mathematical framework and associated 

limitations. 

• Chapter 3 outlines key concepts from seismology about wave propagation, properties of P-

waves and S-waves, and geometric spreading, which form the basis for interpretation in the 

chapters that follow. 

• Chapter 4 describes the project location, geological setting, data acquisition methods, and 

experimental configurations used during the 2023–2025 campaigns. Each dataset is 

introduced, along with details of the source and receiver geometries. 

• Chapter 5 presents a set of analytical and numerical models used to simulate the Croissant's 

response. These include homogeneous media, a two-layer system, and a 3D elastic finite-

difference simulation incorporating surface wave phenomena. A thorough analysis of the 

amplitude response is conducted to understand what the Croissant’s response should be in both 

simple and layered elastic models. 

• Chapter 6 focuses on the interpretation of experimental data recorded by the Croissant, 

emphasizing signal types, arrival times, and amplitude characteristics observed in the dataset. 
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• Chapter 7 presents a comparative analysis between Croissant DAS data and co-located 

geophone recordings, assessing the level of agreement between the two sensor types. 

Together, these chapters aim to demonstrate the capabilities of the Croissant sensor in 

addressing the limitations of conventional DAS for surface seismic acquisition and to evaluate its 

potential as a permanent, multicomponent alternative to traditional seismic sensors. 
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2. CHAPTER 2: DAS Foundations and Principles 

Fiberoptic cables are typically deployed in support of the telecommunication industry and 

information transmission. Over time, the same physical infrastructure has found a second life in 

the world of sensing, particularly in geoscience applications. This crossover is made possible by 

exploiting the physical phenomena that were once considered limitations in telecom—namely, the 

backscattering of light within the fiber. This innovative repurposing has led to the development of 

DAS, a technique that transforms standard optical fibers into powerful strain measuring devices. 

To briefly develop how DAS works, this chapter begins by exploring the original role of fiber 

optics in telecommunications, followed by an explanation of the DAS operating principles, its 

components, and a mathematical definition of strain as it relates to the measurements made using 

optical fibers. 

2.1 Fiber optics in the telecommunications industry 

Over the past several decades, optical fibers have carried the bulk of international and domestic 

telecommunications traffic, including telephone, internet, and multi-channel high-definition 

television services. One inherent challenge in this application is the backscattering of light, which 

arises from microscopic variations in the fiber’s refractive index. Typically treated as a source of 

noise, telecommunication service companies employ devices known as Optical Time Domain 

Reflectometers (OTDR), exploiting the backscattered light to test the fiber quality and detect flaws 

with splices and coupling (Eaid and Innanen 2019). 

Recent work has focused on using the interference pattern of samples of the backscattered 

light, compared to previously backscattered light, to turn the fibers into sensors of physical 

quantities including strain, stress, and temperature. To achieve this, the laser pulse injected into 

the fiber must be fairly coherent, a condition not met by typical OTDR. Special reflectometers, 

known as Coherent Optical Time Domain Reflectometers (COTDR) have been developed to turn 

standard optical fibers into highly sensitive, distributed strain sensors (Eaid and Innanen 2019). 
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2.2 DAS Principles 

The basic principle of DAS involves injecting a coherent laser pulse into an optical fiber and 

detecting the Rayleigh backscattered interference along the fiber (Figure 2.1). When an acoustic 

wave or other mechanical disturbance interacts with the fiber, it induces localized strain, altering 

the optical phase of the backscattered pulses separated by a distance called the gauge length. This 

phase alteration affects the interference pattern between the two pulses, causing variations in the 

intensity of the returning signal. 

 

FIG 2.1 Operation principle of distributed acoustic sensing (Shatalin et al., 2021). 

 

The backscattered light can be modeled as a combination of reflections with random amplitude 

and phase. When the fiber is strained, these amplitude and phase values vary unpredictably along 

its length, but the intensity of the backscatter correlates with the strain rate at each point (Shatalin 

et al., 1998). This response allows DAS systems to detect and localize dynamic events in real time. 

 



31 

 

2.3 DAS System Components 

According to Willis (2022), DAS systems consist of four fundamental components:  

1. The fiber  

2. The fiber deployment method  

3. The interrogator and gauge length 

4. Measurement of the fiber: Strain or strain rate  

2.3.1 The fiber 

Optical fiber is comprised of a cylindrical core, normally of fused silica glass, surrounded by 

a concentric cladding layer with a lower index of refraction (Figure 2.2). The combined cylinder 

is only a few tens of microns in diameter but potentially many tens of kilometres in length; hence 

“fiber”. The fragile fiber is normally enclosed within strength members and a protective outer layer 

to yield a practical, deployable fiber optic cable (SEAFOM, 2024). 

 

FIG 2.2. Structure of a classical, cylindrically symmetric, glass-based optical fiber (extracted from SEAFOM, 2024) 

Modern fiber achieves extremely high reflection efficiency at the core-cladding boundary and 

extremely low attenuation in the core so that optical losses with propagation distance are very low. 

Light travels in the glass core and the surrounding cladding enables the optical mechanism to 

keep the light trapped inside the core (Willis 2022). As shown in Figure 2.3, using ray theory from 

geometrical optics, the cladding will keep light inside the fiber for all ray angles smaller than the 



32 

 

critical angle of refraction, 𝜃𝑐, given by (Thevenaz, 2011). To restrict the ray angles, the diameter 

of the fiber must be small compared to the wavelength of the light. 

 𝜃𝑐 = cos−1(
𝑛𝑐𝑙𝑎𝑑

𝑛𝑐𝑜𝑟𝑒⁄ ) (2.1Error! 

No sequence 

specified.) 

 

FIG 2.3 Reflection at the core-cladding interface is total (extracted from Thevenaz, 2011) 

The jacket that covers the fiber has two main functions: (i) to absorb all cladding light which 

is not properly guided; and (ii) to protect the otherwise naked glass from atmospheric interactions, 

which can compromise the mechanical strength of the fiber. Jacket materials may include simple 

acrylate, easy-to-strip coating (normally 250 microns in diameter), a bit thinned (~140 micron) 

polyimide coating for high temperature (180 °C) applications, including embedding in composite 

structures, as well as more exotic compounds such as carbon or aluminum for special applications 

(Thevenaz 2011). 

Each fiber in the fiber optic cable can be used to measure the motion of the ground. The DAS 

measurement is almost exclusively sensitive to the longitudinal stretching or compressing of the 

fiber (Willis 2022). This means DAS primarily detects strain along the axis of the fiber, making it 

a single-component (axial) sensor that is most responsive to seismic or acoustic waves aligned 

with the fiber's length (Mateeva et al. 2014). 

2.3.2 Fiber Deployment Methods – Surface 

In terms of fiber deployments, two different kinds of fiber optic cable deployment are used. 

Depending on the application, the cable can be positioned parallel to the surface or into a borehole 
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(Willis 2022). Using whichever method chosen to deploy it, the fiber itself is the basis for sensing 

the motion of the earth. 

Fiber-optic cables can be buried in the ground to measure vibrations in their surrounding 

materials, making them effective tools for near-surface seismic and acoustic monitoring. One 

simple deployment method involves laying the fiber optic cable directly on the surface, where it 

may rest above the ground, sometimes supported by vegetation such as grass and twigs. While this 

method is low-cost, it often results in poor coupling with the ground. A more effective, though 

more expensive, approach is to place a material on top of the cable to press it against the ground 

and improve coupling. However, fiber-optic cables are most commonly buried in shallow trenches 

to ensure stronger and more consistent mechanical contact with the soil. 

Research has demonstrated that good coupling can also be achieved through various alternative 

methods: pushing the cable directly into the soil (Lindsey and Martin, 2021), laying it on the 

surface (Spikes et al. 2019), or in cold environments, pouring water over the cable to freeze it in 

place (Yang et al. 2021). Despite these options, surface deployments can be logistically 

challenging in areas with infrastructure obstacles such as roads, buildings, or rocky near-surface 

conditions. In some such cases, an effective workaround can be to utilize pre-existing fiber optic 

cables already installed in telecommunications conduits or tunnels within the area of interest 

(Martin et al. 2017).  

2.3.3 Interrogator unit and gauge length 

The interrogator unit (IU) is a critical component in DAS systems, responsible for detecting 

perturbations along a fiber-optic cable. It operates by transmitting coherent laser pulses into the 

fiber and analyzing the Rayleigh backscattered light that returns due to microscopic variations in 

the refractive index of the glass (see Figure 2.4). These natural imperfections are distributed 

throughout the fiber and reflect a portion of the incident light back toward the IU (Kennett, 2024; 

Willis, 2022). 
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As the fiber experiences mechanical disturbances, such as strain or vibration, the optical path 

length changes, resulting in phase shifts in the backscattered light. The IU measures these phase 

shifts to determine the amount and location of fiber deformation. 

 

FIG 2.4. Typical DAS strain measurement, over gauge length (Terra15 , 2024) 

 

The gauge length is a hardware or software constraint on any DAS system (depending on 

vendor), given as a fixed distance along the DAS cable. The presence of a characteristic gauge 

length in a DAS data set reflects the fact that the measurement should be understood as an average 

of strain-rate over a finite segment of the fiber, as opposed to a point measurement. The gauge 

length characterizes the spatial resolution of the sensing system. For localized seismic or acoustic 

events, the strain rate observed in a DAS experiment can be interpreted as the difference in ground 

velocity resolved along the fiber at the ends of the gauge interval (Kennett, 2024). 

The longer the gauge length the greater the sensitivity to comparatively large-scale strain 

features since a smaller change in mean strain is required in a longer gauge length to produce the 

IU’s minimum measurable change in optical phase, but the less precisely the IU is able to spatially 

resolve comparatively small-scale sources of strain. There is a compromise, therefore, in the choice 

of gauge length between strain sensitivity and range resolution (SEAFOM, 2024). 
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2.3.4 Measurement of the fiber 

To obtain a reliable measurement of strain the concept of a dual-pulse optical system is 

essential. This methodology creates two pulses of backscattered light combined in an 

interferometric process to construct the phase difference between these pulses. These two pulses 

of light are delayed in time from each other, either at the launch path of the IU or by a time-delay 

loop of fiber in the receiver path of the IU and corresponds to what is called the “gauge length. 

Independent of the design, the effect of this time delay is to allow the system to compare the phase 

of the backscattered light at all points of the sensing fiber, each separated by gauge length. 

Most DAS interrogators measure strain in the fiber, as shown in Figure 2.4. The optically 

measured interference phase ϕ(𝑧, 𝑡) is proportional to the strain,  𝜀(𝑧, 𝑡) =  𝑑𝐿/𝐿𝐺 , as below: 

The relationship between the measured phase angle for the two light paths in the interferometer 

is given by (SEAFOM 2024), 

 
𝜀(𝑧, 𝑡) =  𝜆

𝜙(𝑧, 𝑡)

4𝜋𝑛𝐿𝐺𝜉
 

(2.2) 

where n is the refractive index of the fiber, LG is the gauge length, ξ is the photo-elastic constant, 

and λ is the laser wavelength in a vacuum. 

The strain rate is simply the time derivative of strain given by: 

 
𝜀̇ =

𝑑𝜀

𝑑𝑡
 

 

(2.3) 

 

All of the terms on the right side of Equation 2.2 are constants except for 𝜙, the phase 

difference. This means that the strain rate is controlled by the change over time of the phase 

difference of the light from the two paths. 

The phase measurement is made by interfering light reflected from scattering sites separated 

by a short distance LG, called the gauge length of the system. As the fiber length expands or 

contracts due to acoustic signals, the phase measurement between the two scattering sites changes 
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proportionally to the length change of the fiber section, dL or 𝛿, as is shown in Figure 2.5. Strain 

in the fiber section is the ratio of the length change to the gauge length, dL/LG. By making this 

measurement every time a pulse is sent into the fiber, and at all points z along the fiber, the 

interrogator makes a continuous, distributed measurement of strain along the whole fiber, 𝜀(𝑧, 𝑡). 

2.4 Mathematical definition of strain  

When you apply stress to an object, it deforms. If we think about an elastic object and pull on 

it, it gets longer – it stretches as is shown in Figure 2.5. Deformation is a measure of how much an 

object is stretched, and strain is the ratio between the deformation and the original length. Strain 

can be seen as a percent of elongation – how much bigger (or smaller) is the object upon loading 

it. 

In a three-dimensional system, strain refers to the deformation experienced by a material due 

to an applied stress. It quantifies the relative change in shape or size of the material compared to 

its original, undeformed state. 

  

FIG 2.5. Diagram to define strain. (a) It is a bar with length L at the beginning. (b) It is the bar which has been altered by an 

applied stress P and is now length L+ δ (Mechanics of Slender Structures, 2020) 

Normal Strain (𝜀): Normal strain represents the change in length per unit original length along 

a particular direction and is denoted by the Greek letter epsilon. It accounts for elongation or 

contraction of the material along that direction. 

Shear Strain (𝛾): Shear strain describes the change in shape resulting from forces causing 

parallel planes within the material to slide past one another and is denoted by the Greek letter 

gamma. It represents the angular deformation of the material (see Figure 2.6). 
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FIG 2.6. Diagram to define shear strain. Deformation of an object is response to a shear stress (i.e. parallel to a surface) 

(Mechanics of Slender Structures, 2020) 

Volumetric Strain: Volumetric strain accounts for the change in volume of the material due to 

deformation. It considers the combined effects of normal strains in all three dimensions. 

Strain is typically represented using a strain tensor, which is a mathematical object that 

encapsulates the components of strain in different directions. This tensor provides a comprehensive 

description of how the material deforms under stress and allows for the calculation of various 

mechanical properties, such as Young's modulus, Poisson's ratio, and shear modulus. 

As outlined by Krebes (2019), consider two infinitesimally close points, P and Q, in a medium 

(see Figure 2.7). Point P is located at 𝑥 =  (𝑥1, 𝑥2, 𝑥3) and point Q at 𝑥 +  𝑑𝑥. Under stress, P 

undergoes a displacement 𝑢 to P’, and Q undergoes a displacement 𝑢 +  𝑑𝑢 to Q’. Mathematically, 

the displacement of point P is 𝑢 =  𝑢(𝑥1, 𝑥2, 𝑥3) ≡ 𝑢(𝑥), and the displacement of point Q is 𝑢(𝑥 +

 𝑑𝑥)  =  𝑢(𝑥)  +  𝑑𝑢(𝑥), where: 

 

𝑑𝑢𝑖(𝑥) =  ∇𝒖𝑖. 𝑑𝒙 =  ∑
𝜕𝑢𝑖
𝜕𝑥𝑗

𝑑𝑥𝑗 ,    𝑖 = 1, 2, 3.

3

𝑗=1

 

(2.4) 

𝒖 is a function of the time t also (e.g., when strain is produced by wave motion), but for a static 

strain, 𝑑𝑢𝑖 can be rewritten as: 

 𝑑𝑢𝑖 = ∑(𝑒𝑖𝑗 − 𝜂𝑖𝑗),           
(2.5) 

 

 
𝑤ℎ𝑒𝑟𝑒 𝑒𝑖𝑗 =

1

2
(
𝜕𝑢𝑖
𝜕𝑥𝑗

 +
𝜕𝑢𝑗

𝜕𝑥𝑖
)  𝑎𝑛𝑑 𝜂𝑖𝑗 =

1

2
(
𝜕𝑢𝑗

𝜕𝑥𝑖
 −
𝜕𝑢𝑖
𝜕𝑥𝑗

)  
(2.6) 
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Where 𝑒𝑖𝑗 is a Cartesian tensor of rank 2 and is called the strain tensor and 𝜂𝑖𝑗 is a rotation 

tensor. This means the displacement vector accounts for a deformation component and rotation 

component.  

 

FIG 2.7. Displacement and strain in 3D (extracted from Krebes, 2019) 

 

𝑒11, 𝑒22, and 𝑒33 are called the normal strains, and 𝑒12, 𝑒13, 𝑒21, 𝑒23, 𝑒31, and  𝑒32 are called the 

shear strains. Like the stress tensor, the strain tensor has only six independent components, since  

𝑒12 =  𝑒21, 𝑒13 =  𝑒31, and 𝑒23  =   𝑒32 due to symmetry in the strain tensor.  

The normal strains, sometimes called longitudinal strains 𝑒𝑖𝑖, have simpler formulas than the 

shear strains 𝑒𝑖𝑗. 

 
 𝑒11 =

𝜕𝑢1
𝜕𝑥1

 𝑎𝑛𝑑  𝑒12 =
1

2
(
𝜕𝑢1
𝜕𝑥2

+ 
𝜕𝑢2
𝜕𝑥1

  )  
(2.7) 

The normal strain 𝑒11 is the relative change, due to strain, in the 𝑥1 component of the vector 

distance between two infinitesimally close points that both lie on the 𝑥1 axis prior to being strained. 

Similarly, the normal strain 𝑒22 is the relative change in the 𝑥2 component of the vector distance 

between two infinitesimally close points that both lie on the 𝑥2 axis prior to being strained. A 

similar statement can be made for 𝑒33. 
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2.5 Strain and strain rate measured by the fiber 

A fiber core can be surrounded by layers of different materials (coating, cladding, and jacket). 

We treat these materials as a single uniform material with some effective elastic properties, which 

is called the “cable.” The cable can be viewed as anelastic material that fills a straight, small-

diameter hole in a subsurface formation. We are considering a cable with a straight fiber, which is 

shown in Figure 2.8. The direction along the fiber is called the longitudinal direction and is labelled 

by the subscript “z”. The direction along the cable is called the axial direction and is labelled by 

the subscript “‖”. In the case considered, the axial and longitudinal directions coincide (Kuvshinov, 

2016). 

 

FIG 2.8. Straight optical fiber embedded in a cable (obtained from Kuvshinov, 2016) 

In Figure 2.8, the coordinate vectors 𝑒x and 𝑒y are directed normally to the cable axis. The 

coordinate vectors 𝑒‖ and 𝑒z  are directed along the cable and along the fiber, respectively. 

Impinging wave propagates along the coordinate vector 𝑒χ, which forms angle 𝜃 with respect to 

the cable axis. In the case considered, 𝑒‖ = 𝑒z  , and the longitudinal strain in the fiber 𝑒𝑧𝑧
(𝑓)

 is equal 

to the axial strain in the cable 𝑒‖
(𝑐)

 (Kuvshinov 2016). 

As described by Kuvshinov (2016), since optical fibers are very thin, the transversal (with 

respect to the fiber axis) stress   σ⊥
(𝑓)

 and the longitudinal strain 𝑒𝑧𝑧
(𝑓)
 inside a fiber are almost 

constant over its cross-section. The transversal stress in the fiber   σ⊥
(𝑓)

 is equal to the transversal 
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stress in the cable   σ⊥
(𝑐)

. In what follows, we assume that the fiber is perfectly coupled to the cable, 

so that the longitudinal strain 𝑒zz is transported from the cable to the fiber without losses: 𝑒𝑧𝑧
(𝑓)

= 

𝑒𝑧𝑧
(𝑐)

 

The fiber strains and the DAS signal are mostly governed by the component of the cable 

strain along the fiber axis (Kuvshinov 2016). 

In terms of the interaction of the cable with the seismic waves, the strain is induced by 

impinging seismic waves. In seismic exploration and reservoir monitoring, one usually deals with 

P-waves. P-waves generate strain that is parallel to the direction of the wave propagation. If a plane 

P-wave propagates along the χ-axis, the only non-zero strain component carried by the wave is 

𝑒χχ
(𝑤)

. Suppose the cable forms the angle 𝜃 with the χ-axis, as Figure 2.9 shows. The strain is a 

second rank tensor, and in contrast to vectors, its projections have a cosine squared dependence. 

The projection of 𝑒χχ
(𝑤)

 along the cable is equal to 𝑒‖
(𝑤)

= 𝑒χχ
(𝑤)

cos2 θ. In most situations where 

DAS is used, the cable is coupled to the rock (outer formation), so that its axial strain e(c)‖ is 

approximately equal to the axial strain in the impinging wave 𝑒‖
(𝑤)

. The cable and fiber axes 

coincide if the fiber is straight. Therefore, 𝑒𝑧𝑧
(𝑓)
= 𝑒‖

(𝑤)
. The DAS signal is proportional to cos2 θ, 

and it barely depends on the cable material (Kuvshinov 2016). 

Building on this understanding of strain between the cable to the fiber, we now turn to what 

the Distributed Acoustic Sensing (DAS) interrogator unit actually measures. The DAS IU detects 

only the component of strain aligned with the axial (lengthwise) direction of the fiber. For surface-

deployed fibers, this direction corresponds to the z-axis, or the direction along the ground. 

Consequently, the strain component recorded by the DAS system is 𝑒𝑧𝑧
(𝑓)

 that is, the deformation 

due to a force applied in the z-direction and measured in the same direction. If the subscript z is 

omitted in subsequent equations, it is assumed that the strain is aligned with the fiber axis (Willis 

2022). 



41 

 

2.6 DAS spatial parameters 

This section provides a definition of terms, units and supporting parameters associated with 

DAS data that will be used (SEAFOM 2024). 

 

FIG 2.9. DAS interrogator unit test arrangement (extracted from SEAFOM, 2024) 

2.6.1 Spatial Sample Location / Sample Location Number 

The DAS IU samples the backscattered light from the sensor at different locations along 

the fiber sensor. These locations are defined through the interrogator configuration or setup and 

are represented spatially along the fiber as uniformly spaced red dots  in Figure 2.9. A numbering 

system is defined such that the first Spatial Sampling Location starts at zero. Successive locations 

are numbered as positive integers which increase along the length of the cable (SEAFOM 2024). 

2.6.2 Fiber Distance and Spatial Sampling Interval  

Fiber distance is the mechanical distance in meters of fiber length from the connector of 

the IU to the desired Spatial Sample Location (SEAFOM 2024). 

The separation in meters between consecutive Spatial Sample Locations defines the Spatial 

Sampling Interval. It should not be confused with ‘Spatial Resolution’ (SEAFOM 2024). 

2.6.3 Gauge Length and spatial resolution  

Gauge length is the distance (mechanical length along the fiber in meters, not optical 

length) over which the IU measures the change in optical path length and, hence, the change in 

spatial integral of strain. Gauge length might be defined in hardware or software configuration. It 

is not necessarily equal to the spatial resolution of the IU, which is a measured performance 
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parameter. It should, for a properly operating IU, however, be a close approximation (SEAFOM 

2024). 

2.6.4 Supporting DAS signal parameters 

DAS interrogation generally involves periodically pulsed sampling of acoustically or 

vibrationally induced strain perturbations of the fiber sensor at each of the Spatial Sample 

Locations. Thus, each Spatial Sample Location yields a sequence or time series of strain-change 

measurements (plus noise) which can be processed according to the intended application 

information desired.  

2.6.5 Sample Rate & Sample number 

Sample Rate is the rate at which raw acoustic data are output from the IU for every Spatial 

Sample Location (SEAFOM 2024). Sample number is the identifying sequence number of a 

Sample in a Time Series (see Figure 2.10). 

2.6.6 Time Series  

In DAS systems, the interrogator unit plays a crucial role in converting the optical signal 

backscattered from a fiber optic cable into a time series (see Figure 2.10) of strain or strain-rate 

measurements. This process begins when the interrogator sends a sequence of short, coherent 

optical pulses (typically a few nanoseconds long) into the fiber at a high repetition rate—often in 

the kilohertz range. As each pulse travels along the fiber, a portion of the light is backscattered 

from every point due to microscopic variations in the fiber (Rayleigh scattering). This 

backscattered light is sampled in time, where each time delay corresponds to a specific distance 

along the fiber, effectively dividing the fiber into discrete “channels,” commonly spaced at 1-meter 

intervals (though this spacing depends on the interrogator settings). 

The system detects changes in the phase of the backscattered light between successive 

pulses. These phase shifts result from dynamic strain in the fiber caused by disturbance by seismic 

waves or other vibrations passing through the surroundings (Zhan, 2020). It takes only a slight 

extension or compression to a fiber to change the distances—as measured along the fiber—
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between many scattering points (Zhan, 2020). By tracking the phase changes over time at each 

channel, the interrogator reconstructs a time series of strain or strain rate. The sampling rate of 

these time series typically ranges from 500 Hz to several kilohertz, with each time sample 

associated with a new interrogation pulse. The final output is a 2D matrix—channels versus time—

that resembles a seismic shot gather.  

 

FIG 2.10. Signal parameters relating to Time Series and their Spatial Location Identification (extracted from SEAFOM, 2024) 

2.7  DAS directionality and multicomponent sensing: previous work 

Directionality of the DAS response depends on the fiber optic cable configuration and the cable 

design, as the device itself is sensitive only to fiber elongation. We will start our consideration 

where the fiber is placed linearly inside a cable, with no slippage between fiber and cable, nor 

between the cable and the ground. In this case, fiber displacement will follow ground displacement, 

and sensitivity will depend on the relative position of fiber and seismic source.  This setup follows 

the same mechanical principle as early linear strain seismographs, which measured changes in 

distance between two ground points (Benioff 1935). 



44 

 

The angular response of DAS to seismic waves can be described using geometrical 

considerations and tensor transformations. For longitudinal (P) waves, the response follows a 

cos²(θ) pattern, while for transverse (S) waves, it follows sin(θ)cos(θ), where θ is the angle between 

the wave vector and the fiber direction (see Figure 2.11)—again, similar to the response described 

by Benioff (1935). Additionally, fiber orientation affects not only amplitude but also spatial 

resolution. The fiber acts like an acoustic antenna: if the wavefront travels along the fiber direction, 

signal variation occurs over short distances. In contrast, if the wavefront is parallel to the fiber 

axis, the signal remains relatively uniform along the fiber (Shatalin et al., 2021). 

 

FIG 2.11. DAS with linear optical cable is more sensitive to P-wave in VSP configuration and to S-wave in microseismic events 

(modified from Shatalin et al., 2021) 

 

From 2010 to 2014, advancements in DAS hardware made it possible to record seismic data 

with quality comparable to conventional geophones (Bakku, 2015; Daley et al., 2013; Mateeva et 

al., 2014; Mestayer et al., 2011). As a result, the interpretation of DAS signals drew increased 

focus. One simple model represents DAS strain rate as the difference between two inertial velocity 

sensors spaced by the gauge length (Daley et al. 2016). Field validation by Wang et al. (2018) 

confirmed this concept using earthquake data.  
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An alternative explanation, based on optical interferometry, links the measured phase shift to 

the longitudinal strain experienced by the fiber (Lindsey et al. 2020). Optical fading, which refers 

to reduced amplitudes at quasi-random locations resulting from destructive optical interferometry, 

and poor coupling of a channel, are indistinguishable except at the scale of the array, where 

coupling issues are often identifiable by systematic patterns or field installation information 

(Lindsey and Martin 2021). 

Straight fibers exhibit a directional sensitivity, with their response diminishing as 𝑐𝑜𝑠²(𝜃), 

where 𝜃 is the angle between the seismic P-wave direction and the fiber axis (Benioff 1935). This 

strong azimuthal dependence, along with complex polarity behavior, differentiates DAS from 

standard geophones (Lindsey et al. 2017). 

Sensor coupling is another critical factor. Laboratory experiments have shown that fiber 

embedded in loosely bonded or gel-filled metal tubes produces weaker signals than cemented bare 

fiber (Becker and Ciervo, 2018; Papp et al., 2017). Nonetheless, surface waves, characterized by 

a retrograde elliptical motion, which results in vertical and horizontal displacements, are regularly 

detected in practical deployments using fibers placed in shallow trenches (Dou et al. 2017) or even 

temporarily laid on the surface and weighed down (Spikes et al. 2019).  

Just like geophones, which use three orthogonal components to reconstruct the full seismic 

wave field, DAS can be expanded beyond its single-component nature. While a straight fiber only 

detects strain along its axis, creative adjustments to fiber layout and geometry have led to 

configurations capable of capturing directional strain signal. However, traditional DAS setups still 

face broadside sensitivity—reduced sensitivity to seismic waves arriving perpendicular to the 

fiber—which remains a fundamental limitation of straight-fiber deployments (Kuvshinov, 2016; 

Mateeva et al., 2014). 

To mitigate this limitation, researchers have explored modifying the geometry of the fiber itself. 

Altering the layout—from straight to helically wound or other shaped configurations—allows the 

fiber to sample a broader range of strain directions. This conceptual advance has been supported 

by a robust theoretical framework.  
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Innanen (2016) introduced a geometrical model that describes the DAS response for arbitrarily 

shaped fibers, including complex geometries such as helices wound around curved paths. This 

model enables the projection of seismic wave fields onto the local tangent vectors of the fiber and 

supports the generalization of directionality rules—which involves the cos θ and cos² θ 

responses—to nontrivial geometries. These advancements have established the theoretical 

foundation necessary for designing DAS arrays capable of capturing multicomponent seismic data. 

The first field implementation of these ideas was the "Pretzel" array, designed and deployed by 

CREWES in 2018 at the CMC - Newell County facility. The Pretzel consisted of two 10×10 m 

buried square loops of fiber—both straight and helically wound—arranged in orthogonal and 

diagonal orientations (Innanen et al. 2018). This setup aimed to sample multiple strain directions 

within the same horizontal plane. Vibroseis sources from multiple azimuths were used to 

illuminate the array. Analysis confirmed that shaped fibers, when properly oriented and spaced 

relative to the interrogator’s gauge length (typically 5–10 m), could approximate a 

multicomponent DAS sensor. The directional sensitivity inherent in the fiber geometry allowed 

the capture of distinct horizontal strain components. However, limitations remained—chief among 

them the lack of vertical coverage and the inherent spatial extent required for gauge-length 

constraints, which prevents such arrays from acting as true point sensors. 

In addition to directionality, the coupling between the optical fiber and the surrounding soil 

emerged as a practical challenge, particularly in near-surface applications. Oscillatory motion can 

be damped by burial and backfilling, but this introduces longer vibration durations compared to 

standard geophones. Innanen et al. (2019 Aug) showed that shaped fiber arrays could estimate 

strain tensor components under realistic field conditions, but issues related to the lack of vertical 

sensitivity, and the footprint of the array persisted. 

Inspired by these challenges and recent developments, researchers have sought to miniaturize 

DAS multicomponent sensors. Takekawa et al. (2022) introduced a prototype consisting of three 

optical fiber loops wound around a rigid PVC frame to capture horizontal and vertical strain. The 

frame size is about 20–25 cm, a size chosen to be equivalent to the gauge length of the DAS 

measurement of about 20 cm (see Figure 2.12). The design successfully functioned as a point 

sensor and was shown to produce waveforms comparable to those recorded by conventional 



47 

 

geophones. Their results demonstrated that if damping effects are well controlled, DAS sensors 

can match geophone fidelity and potentially exceed them in multicomponent versatility. 

 

FIG 2.12. Overview of the developed DAS sensor: (a) photo of the DAS sensor. The frame size is about 20–25 cm; the pipe diameter 

was 32 mm (extracted from Takekawa et al., 2022) 

 

Following this direction, a new prototype known as the "Croissant" was designed and developed 

in 2022 at Carbon Management Canada’s Newell County Facility (Hall et al., 2022). In this case, 

the experimental directional DAS sensor is a compact 1×1×1 m structure that addressed many of 

the Pretzel’s limitations, including ease of burial for permanent installation and improved 

coupling. Fiber was wound around small vertical plastic frames and buried, enabling true 3D 

orientation including vertical components, such as the Takekawa et al. (2022) prototype. Despite 

using a much longer gauge length (7 m), the Croissant demonstrated meaningful strain-rate 

measurements along all three axes. Early field and lab tests confirmed that geometrically isolated 

directional responses could be achieved even at this small scale. Strain-rate data from the Croissant 

was found to agree well with converted geophone data, suggesting that miniaturized DAS sensors 

can offer high-fidelity multicomponent recordings. 

In parallel with sensor development, efforts continued to compare DAS strain-rate data with 

traditional seismic instrumentation. At CaMI-FRS, geophones collocated with the Pretzel array 
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enabled a direct comparison of DAS and velocity-derived strain-rate signals. While DAS 

amplitudes were generally lower—likely due to installation depth and coupling differences—the 

temporal and spectral characteristics of the signals were highly comparable. Furthermore, 

inversion frameworks were developed to estimate horizontal strain-rate tensors (𝜀𝐸𝐸̇ , 𝜀𝐸𝑁̇ , 𝜀𝑁𝑁̇ ) 

from directional DAS traces, relying on reconstruction techniques such as least-squares 

optimization and horizon flattening to address spatial and moveout variations. 

In summary, the field has progressed from conceptual models of fiber directionality to real-

world demonstrations of shaped fiber arrays acting as distributed multicomponent sensors. The 

evolution from large horizontal layouts like the Pretzel to compact, vertically integrated devices 

like the Croissant reflects a broader trend toward scalable, deployable DAS technologies with 

multicomponent capability.  
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3. CHAPTER 3. The seismic waves and events in surface datasets 

For very small strains, soils exhibit an almost linear strain-stress relationship, so that the 

assumption of a linear elastic constitutive model is reasonable (Foti et al., 2014). 

Two different types of body (or bulk) waves propagate in an unbounded, homogeneous, 

and linear elastic medium: P-waves (primary or compressional or longitudinal waves) and S-waves 

(secondary or shear waves). P-waves propagate with particle motion in the same direction of the 

wave propagation and cause volume change without distortion. They propagate at a velocity 

greater than S-waves, for which the particle motion is perpendicular to the direction of wave 

propagation. 

The velocities of propagation of seismic waves in a linear elastic solid are associated with 

the medium's mechanical parameters through simple relationships. Indeed, the mechanical 

response of an elastic medium is fully characterized by two elastic constants, for example, Lame's 

constants 𝜆 and 𝜇 (see equations 3.1). Seismic waves velocities can be expressed with simple 

relationships between such constants and the material density 𝜌 (Foti et al., 2014). 

 

{
 
 

 
 
𝑉𝑃 = √

𝜆 + 2𝜇

𝜌

𝑉𝑆 = √
𝜇

𝜌

 

(3.1) 

 

The velocity of propagation of body waves is directly linked to the stiffness of the medium and 

is not frequency dependent in linear elastic materials. In particular, the velocity of propagation of 

P-waves is associated with the longitudinal modulus, whereas the velocity of propagation of S-

waves is associated with the shear modulus. Equations 3.1 form the basis for the use of seismic 

waves in material characterization, showing that the elastic constants can be easily determined if 

the seismic wave velocities are measured experimentally (Foti et al., 2014). 
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The seismic wavefield is a combination of polarized waves in the three-dimensional (3D) 

space. The polarization is a characteristic of the wave related to the particle motion. The 

displacement of particles effected by elastic waves shows a particular polarization shape and a 

preferred direction of polarization depending on the source properties (location and characteristics) 

and the Earth structure. P-waves, for example, generate linear particle motion in the direction of 

propagation; the polarization is thus called linear. Rayleigh waves, on the other hand, generate, at 

the surface of the Earth, retrograde elliptical particle motion (Labonne et al., 2016). 

3.1 Body waves 

For P-waves, the only displacement occurs in the direction of propagation along the x axis, as 

shown in Figure 3.1 for a harmonic P-wave. To this be the case, the wave must be a longitudinal 

wave, meaning it consists of compressions, causing the medium's particles to move back and forth 

in the same direction the wave travels. This type of motion is characteristic of P-waves (pressure 

waves), which push and pull the medium, unlike S-waves (shear waves) that cause perpendicular 

displacement. Since P-waves introduce volume changes in the material, they can also be termed 

“compressional” or “dilatational” (Shearer, 2019).  

 

 

FIG 3.1. Elastic deformations and ground particle motions associated with the passage of body waves: (left) a P-wave; (right) an 

S-wave (extracted and modified from Kearey and Brooks 1987). 

Now consider a plane S-wave propagating in the positive x direction as shown in Figure 

3.1, the particle motion is in the y and z directions, perpendicular to the propagation direction. The 

motion is pure shear without any volume change (hence the name is shear waves). The S 

polarization may assume any angle within the plane (the wavefront) perpendicular to the wave 

path. As shown in Figure 3.2, the S-wave particle motion is often divided into two orthogonal 
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components: the motion within a vertical plane through the propagation vector (SV-waves) and 

the horizontal motion in the direction perpendicular to this plane (SH-waves). The three particle 

motion directions are defined with respect to the orientation of the propagation or ray direction 

and the local vertical axis. The radial and transverse components are orthogonal and both measure 

horizontal motion, with the radial direction aligning with the horizontal component of the ray 

direction. Note that SH-waves are purely transverse, whereas both P-waves and S-waves involve 

both vertical and radial motion, with the relative proportions of each determined by the ray angle 

from vertical. The SV polarization becomes nearly horizontal as the ray angle approaches vertical, 

and the SV and SH orientations are undefined for a purely vertically travelling S-wave. Particle 

motion for a horizontally propagating harmonic S-wave polarized in the vertical direction (SV-

wave) is illustrated in Figure 3.2.     

 

 

FIG 3.2. Displacement (particle motion) for P-, SV-, and SH-waves with respect to the propagation (ray) direction of the wave. P-

wave particle motion is aligned with the ray direction; SV and SH motion is orthogonal to the ray direction. SV motion occurs 

within a vertical plane through the propagation vector (extracted from Shearer, 2019). 
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3.2 Surface waves 

There are two types of surface waves that propagate along Earth’s surface, Rayleigh waves 

and Love waves. For laterally homogeneous models, Rayleigh are radially polarized (P-SV) and 

exist at any free surface, whereas Love waves are transversely polarized and require some velocity 

increase with depth (Shearer 2019).  

 

FIG 3.3. Elastic deformations and ground particle motions associated with the passage of surface waves: (left) a Rayleigh wave; 

(right) a Love wave (extracted and modified from Kearey and Brooks, 1987).  

Surface waves are typically the strongest arrivals observed at teleseismic distances and 

provide valuable constraints on the shallow Earth structure and low-frequency source 

characteristics. Unlike body waves, surface waves travel more slowly, experience less amplitude 

decay with distance, where the energy density decays proportionately to 1/𝑟, and the amplitude 

decays as 1/√𝑟; and exhibit strongly frequency-dependent velocities (Shearer 2019). 

Rayleigh waves, a type of surface wave, involve both vertical and radial particle motion, 

with amplitudes that decay rapidly with depth. Notably, Rayleigh waves can propagate along the 

surface of a uniform elastic half-space and do not require an increase in seismic velocity with depth 

to exist (Shearer 2019). 

3.3 Refracted waves 

In seismic refraction methods, soil characterization is based on arrival time on the ground 

surface of seismic waves that have been critically refracted at interfaces among layers having a 

different velocity (Foti et al. 2014). 
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In many geological situations, subsurface refractors may approximate planar surfaces over the 

linear extent of a refraction line. In such cases the observed travel-time curves are commonly 

assumed to derive from a set of planar layers and are analysed to determine depths to individual 

planar refractors (Kearey and Brooks 1987). The geometry of refracted ray paths through planar 

layer models of the subsurface is considered below. 

As described by Kearey and Brooks (1987), the general assumption relating to the ray path 

geometries considered in this section are that the subsurface is composed of a series of layers 

separated by a plane interface, that seismic velocities are uniform within each layer, that layer 

velocities increase with depth and that ray paths are restricted to a vertical plane containing the 

profile line.  

Figure 3.4 illustrates progressive positions of the wavefront associated with energy travelling 

directly through an upper layer and energy critically refracted in a lower layer, from a seismic 

source at A. Direct and refracted ray paths to a detector at D, a distance x from the source, are also 

known. The layer velocities are  𝑣1 and 𝑣2 (> 𝑣1) and the refracting interface is at a depth 𝑧.  

The direct ray travels horizontally through the top of the upper layer from A to D at velocity 

𝑣1. The refracted ray travels down to the interface and back up to the surface at velocity 𝑣1 along 

slant paths AB and CD that are inclined at the critical angle θ, and travels along the interface 

between B and C at the higher velocity 𝑣2. 

 

FIG 3.4. Successive positions of the expanding wavefronts for direct and refracted waves through a two-layer model. Individual 

ray paths from source A to detector D are shown (Kearey and Brooks 1987). 
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The total travel-time along the refracted ray path ABCD is:  

𝑡 = 𝑡𝐴𝐵 + 𝑡𝐵𝐶 + 𝑡𝐶𝐷 =
𝑧

𝑣1 cos 𝜃
+
(𝑥 − 2𝑧 tan 𝜃)

𝑣2
+

𝑧

𝑣1 cos 𝜃
 

Noting that sin 𝜃 =
𝑣1
𝑣2⁄  (Snell’s Law) and cos 𝜃 = (1 −

𝑣1
2

𝑣2
2⁄ )1/2, the travel-time equation 

may be expressed in the following form:  

 
 𝑡 =

𝑥

𝑣2
+
2𝑧(𝑣2

2 − 𝑣1
2)1/2

𝑣1𝑣2
  

(3.2) 

Or  

𝑡 =
𝑥

𝑣2
+ 𝑡𝑖   

(3.3) 

where plotting 𝑡 against 𝑥 (Figure 3.5), 𝑡𝑖 is the intercept on the time axis of a travel-time curve 

having a gradient of 1 𝑣2⁄  . 𝑡𝑖, known as the intercept time, is given by 

𝑡𝑖 =
2𝑧(𝑣2

2 − 𝑣1
2)1/2

𝑣1𝑣2
  

(3.4) 

Solving for refractor depth  

𝑧 =
𝑡𝑖𝑣1𝑣2

2(𝑣2
2 − 𝑣1

2)1/2
  

(3.5) 

 

Thus, the analysis of the travel-time curves of direct and refracted arrivals,  𝑣1 and 𝑣2 can be 

derived (reciprocal of the gradient of the relevant travel-time curve, see Figure 3.5) and from the 

intercept time 𝑡𝑖 the refractor depth 𝑧 can be determined. 
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FIG 3.5. Travel-time curves for direct wave and the head wave from a single horizontal refractor (Kearey and Brooks 1987). 

Refracted waves start arriving after a critical distance 𝑥𝑐𝑟𝑖𝑡, but they overtake the direct waves 

at a crossover distance 𝑥𝑐𝑟𝑜𝑠. The critical distance is:  

𝑥𝑐𝑟𝑖𝑡 = 2𝑧 tan 𝜃𝑐𝑟𝑖𝑡  (3.6) 

At the crossover distance 𝑥𝑐𝑟𝑜𝑠 the travel times of direct and refracted rays are equal: 

𝑥𝑐𝑟𝑜𝑠
𝑣1

=
𝑥𝑐𝑟𝑜𝑠
𝑣2

+
2𝑧(𝑣2

2 − 𝑣1
2)1/2

𝑣1𝑣2
  

 

Thus, solving for 𝑥𝑐𝑟𝑜𝑠 

𝑥𝑐𝑟𝑜𝑠 = 2𝑧 [
𝑣2 + 𝑣1
𝑣2 − 𝑣1

]
1/2

 
(3.71) 

From this equation it may be seen that the crossover distance is always greater than twice 

the depth to the refractor. 

3.4  Geometric spreading and attenuation  

Changes in seismic wave amplitude that result from geometric spreading of wavefronts and 

the reflection and transmission coefficients that occur at discontinuities. A third factor that affects 

amplitudes is energy loss due to anelastic processes or internal friction during wave propagation 

(Shearer 2019). The word attenuation is also sometimes used to simply to describe the general 

decrease in amplitude of seismic waves with distance, which is primarily a result of geometric 

spreading (Shearer 2019).  
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The familiar law of conservation of energy, when applied to a spherical wavefront emanating 

from a point source in a uniform lossless material, tells us that the intensity diminishes as the 

inverse square of the radius of the wave front (Figure 3.6a). Translated into the type of 

measurements made in seismic work, this says that the pressure amplitude of the seismic wave is 

inversely proportional to the distance travelled. However, the earth is not uniform, and in the 

presence of an increase of seismic velocity with depth the wavefronts are generally not spherical. 

Therefore, the amplitude decay is subject to an additional effect associated with refraction (Figure 

3.6b) (O’DOHERTY and ANSTEY 1971).  

 

FIG 3.6 Amplitude decay associated with geometric spreading (a) in a uniform material (b) in a material whose velocity increases 

with depth (Obtained from O’DOHERTY and ANSTEY, 1971).  

 

In a homogeneous medium, energy density decays proportionately to 1/𝑟2, where r is the 

radius of the wavefront for body waves, wave amplitude is proportional the square root of energy 

density, it decays as 1/𝑟 (Shearer, 2019; Yilmaz, 2001). In contrast, for surface waves, the energy 

density decays proportionately to 1/𝑟, which means that the amplitude decays as 1/√𝑟. 

 



57 

 

4. CHAPTER 4: Experimental data Location and Acquisition 

To provide essential context for this study, it is important to understand both the geographical 

location and the geological characteristics of the study area.  

4.1 Project Location 

The research was conducted at the Carbon Management Canada (CMC) Newell County 

Facility, a pilot-scale site located approximately 200 km southeast of Calgary, near the town of 

Brooks in Newell County, southern Alberta, Canada. 

Carbon Management Canada (CMC) is an Alberta-based, not-for-profit organization 

specializing in research and development related to carbon capture and storage (CCS). Through 

its Containment and Monitoring Institute (CaMI), and in collaboration with the University of 

Calgary, CMC operates the Field Research Station (FRS) at this site. 

The FRS serves as a comprehensive research hub, equipped with a wide array of advanced 

geophysical and geochemical monitoring technologies. These include, among others, fiber-optic 

sensors that enable DAS, which plays a key role in subsurface monitoring and characterization. 

4.2 Geological Setting of the Study Area 

The Field Research Station (FRS) is situated within the Countess Oil Field, located between 

the Bow and Red Deer Rivers in a mixed grassland ecosystem in Alberta. This region is part of a 

glaciated landscape characterized by low-relief plains formed from Laurentide (continental) 

glacial till. These plains exhibit internal drainage systems and are bordered by incised valleys 

where Upper Cretaceous bedrock strata are exposed (Fenton et al. 2013). 

Geologically, the site is positioned within the Interior Platform Structural Province, a stable 

region of the Western Canada Sedimentary Basin. The stratigraphy here is predominantly 

composed of undeformed, Phanerozoic sedimentary successions that are bounded by regional 

unconformities. Although the overall structural deformation is minimal, localized features may 
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include warping due to dissolution of Paleozoic evaporite deposits, differential sediment 

compaction, and occasional faulting in the underlying Precambrian basement rocks. 

The weather conditions between winter and summer on the Alberta Plains (e.g., up to 80℃ 

temperature variation between summer and winter, snowfalls, high-speed wind) make the near-

surface conditions challenging for active surface seismic but enable us to test the working range 

of the instrumentation (Macquet et al. 2022). 

At the land-based Newell County Facility, one of the challenges Full Waveform Inversion 

(FWI) faces is the near-surface heterogeneity. The unconsolidated nature of the sediment in 

proximity to Earth’s surface leads to complex seismic wave propagation that is heavily influenced 

by surface waves, attenuation and dispersion, and spatially varying source signatures. 

Additionally, there is limited prior information about the near surface that can be used to constrain 

the inversion (Hu et al. 2024). 

 

FIG 4.1. Geological Legend: 1) Pleistocene and Holocene (4.9 m KB) 2) Dinosaur Park Formation/Bedrock Surface (29.5 m) 2a) 

Dinosaur Park Formation, Lethbridge coal zone top (29.5 m) 3) Dinosaur Park Formation, Lethbridge coal zone base (41.5 m) 4) 

Dinosaur Park, sandy zone (46 m) 5) Oldman Formation (99 m). 

Insights into the local stratigraphy are available from well completion data provided by the 

CMC for Observation Well #2, located approximately 35 meters from the Croissant installation. 

A lithological profile based on this data is presented in Figure 4.1. 
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Pleistocene and Holocene layer at least in the top couple of meters - is anisotropic glacial 

deposits. Primarily fine-grained clay, but with random well-spaced fist to boulder sized rocks in 

it. 

 

4.3 Introduction to data, acquisition, setting  

The DAS data used in this project were acquired from the main fiber loop at the CMC-CaMI 

Field Research Station (FRS), using an OptaSense ODH4 interrogator capable of continuous data 

acquisition. The fiber installed, just for the Croissant, is a telecom-fiber, single-mode, specifically 

the Toneable FTTP Tight Buffered Indoor/Outdoor Drop, Series W7T, with an operational and 

storage temperature range of –40°C to +70°C. 

The fiber loop, approximately 5 kilometers in total length, includes both borehole and 

trenched segments, arranged in the following sequence: 

1. Horizontal straight fiber in the northern trench (TN in Figure 4.2) 

2. Horizontal helical fiber in trench (TH in Figure 4.2) 

3. Horizontal straight fiber in the southern trench (TS in Figure 4.2) 

4. Straight fiber in Observation Well 1 (OBS1 in Figure 4.2) 

5. Straight fiber in Observation Well 2 (OBS in Figure 4.2) 

6. Helical fiber in Observation Well 2 (OBS2H in Figure 4.2) 

 

Following this configuration, the “Pretzel” and “Croissant” fiber layouts were later 

integrated into the main fiber loop, as illustrated in Figure 4.2. 
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FIG 4.2. DAS experimental data, where TN = straight fiber in northern trench, TH = helical fiber in trench, TS = straight fiber in 

southern trench, OBS1 = straight fiber in observation well 1, OBS2 = straight fiber in observation well 2, OBS2H = helical fiber 

in observation well 2, P = pretzel data, and C = Croissant data (obtained from Hall et al., 2023). 

The data for this study will be limited to the "Croissant" segment, as shown in Figure 4.3. 

Although the Croissant consists of three stations or sensors, each will be referred to simply as 

"Croissant" followed by its station number in the following chapters. For example, Station 2 will 

be referred to as Croissant 2, Station 3 as Croissant 3, and Station 1 as Croissant 1. 

 

FIG 4.3. Croissant experimental data (Zoomed view of Figure. 4.2), VP 13147, Four stacked and correlated sweeps (16 s sweep, 

10-150 Hz) (obtained and modified from Hall et al., 2023) 
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4.3.1 Croissant Data: Line 41 – P-Vibe  

A map of the study area is shown in Figure 4.4. Source Line 41 (red dots) is a circular array of 

120 m radius centered on observation well 2 (OBS2) and consists of 24 shots from a P-vibe source. 

This source line configuration provides a good variety of source-receiver offsets and azimuths for 

the acquisition. From south-west to north-east, part of Line 13 is also displayed in Figure 4.4, 

which is a P-vibe source, trenched fiber and geophone receiver line. Zoomed out to the right, is 

the Pretzel (green), and the three Croissants locations (V’s in blue). Croissant horizontal 

component directions are labelled as CH1 and CH2. 

 

FIG 4.4. Map of field area showing test sweep locations on source lines 13 and 41 (left). Details of the Pretzel (Two 10x10 m 

horizontal squares at 1.82 m depth; green) and Croissant receiver stations 1, 2, and 3 (0.15 – 1.15 m depth; blue V’s) locations 

are shown on the right (obtained from Hall et al., 2023) 

 

FIG 4.5. Sketch of the optic fiber cable wounded in the plastic frames 
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Six frames were constructed from 4” diameter PVC pipe. Twenty-eight meters of fiber was 

used for each component. Twenty-eight meters was chosen for the wrap because it is the same 

length as four 7 m gauge-lengths. As shown in Figure 4.5 (left), one frame at each Croissant station 

has two fiber wraps, one horizontal and one vertical. The other frame has just one horizontal wrap 

(Figure 4.5, right). The wraps are offset from the center of the frames, so the vertical component 

is close to the junction of the two frames, and the horizontal wraps are as far below the surface as 

possible. There is no physical connection between the two frames at each station. They are held 

vertically by the trench, and close to each other by the fill. The fiber is not tensioned and relies on 

burial compaction for coupling. 

 

FIG 4.6. Schematic of Croissant install (cf. Figure 4.4). Vertical 1x1 m plastic frames were installed at Croissant stations 2 (fiber 

wraps 1,2,3), 3 (fiber wraps 4,5,6) and 1 (fiber wraps 7,8,9). Each Croissant component contains 28 m of fiber (4 x 7 m gauge 

length). Three-component geophones were placed at the corners of the Croissant V’s (orange squares) (obtained from Hall et al., 

2023). 

Figure 4.6 shows a schematic of the Croissant fiber path starting from the junction box 

(dotted red line), through the trenches, around Croissant plastic frames and its components, and 

back to the junction box (as dotted black line).  

Croissant installation took place over the course of four days in November 2023, which 

included GPS surveying, digging the trenches, wrapping fiber around six pre-built 1x1 m plastic 

frames, placing the frames and fiber wraps in the ground and back-filling by hand. 
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Although nine Inova SM-7 three-component geophones and Hawk nodes were installed 

near the corners of the frames (three per croissant station), with geophone elements oriented 

parallel to the frames (orange squares in Figure 4.6) these geophones were picked up before line 

41 was shot. During the March 2025 acquisition, these geophones were placed again, and data 

were recorded.  

Seismic acquisition along Line 41 was conducted in 2023, 2024, and 2025 using the 

University of Calgary’s IVI P-EnviroVib source. The first survey took place in November 2023, 

about one week after the Croissant array was buried and installed. During this acquisition, two 

sweeps per vibe point (VP) were recorded, with both records stacked to enhance the signal-to-

noise ratio. The second survey, conducted in September 2024, aimed to evaluate whether a year of 

soil and clay compaction around the buried sensors had enhanced data quality. This acquisition 

used four sweeps per VP allowing the first two sweeps to be stacked to enable direct comparison 

with the 2023 dataset. Comparing the 2-sweep stacks to the 4-sweep stacks offered additional data 

to evaluate improvements in signal with increased source effort. The third and most recent survey 

was conducted in March 2025, using four sweeps per VP, with a continued focus on assessing data 

quality improvements. Additionally, nine collocated geophones were integrated into the 

acquisition to allow for cross-comparison between conventional geophone and DAS data. 

Table 4.1. Summary table of Line 41 acquisition for 2023, 2024 and 2025. 

Line 41 (L41) – P – Vibe 

2023 2024 2025 

2 sweeps 2 sweeps 4 sweeps 4 sweeps 

 

4.3.2 Geophone Data: Line 41 – P-Vibe 

In the March 2025 acquisition, nine Inova SM-7 three-component geophones and Hawk 

nodes were installed near the corners of the frames (three per Croissant station) as is shown with 

the orange rectangles in Figure 4.7. This figure shows the arrangement of geophones relative to 

the Pretzel and Croissant fiber locations. 
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FIG 4.7. Plan view of the Inova SM7 arrangement on the Croissant and Pretzel location. 

 

4.4 Data Processing 

For each acquisition—both DAS and geophone—the processing workflow involved stacking 

the individual sweeps for each Vibroseis Point (VP) and correlating them with a 16-second linear 

sweep ranging from 10 to 150 Hz. This sweep included a 0.5-second start taper and a 0.25-second 

end taper to minimize edge effects and spectral leakage. 

The stacking step was used to enhance signal quality by suppressing random noise, while the 

correlation with the reference sweep helped to retrieve the seismic impulse response of the 

subsurface. 

4.5 Qualitative observations for Croissant data L41 - Hypothesis 

Figure 4.3 displays the order of the Croissant experimental data beginning with Croissant 2, 

followed by Croissant 3, and concluding with Croissant 1. In addition to the data recorded along 

each sensor segment, several connector segments of fiber are also visible. The first connector 
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segment, shown in Figure 4.6, links the junction box to Croissant 2. Subsequent connector 

segments connect Croissant 2 to Croissant 3, and Croissant 3 to Croissant 1. Finally, the last 

connector segment corresponds to the end of Croissant 1 and completes the loop back to the 

junction box.  

To explore the data further, I examined the fiber’s response across the three components—two 

horizontal and one vertical—for all three Croissants, analyzing the full set of twenty-four shots 

from line 41. Consistent patterns were observed across the three acquisitions conducted in 2023, 

2024, and 2025. Notably, the vertical components consistently show strong first-break amplitudes, 

as evident in Figure 4.3. 

Assuming a direct ray path impinging nearly horizontally on the shallow sensors (buried at 

approximately one meter), we would expect higher amplitudes in the inline horizontal component 

(H1 or H2, depending on the orientation relative to the source) and lower amplitudes in the 

crossline horizontal and vertical components. However, the qualitative data from L41 suggests 

different behavior.  

Starting from the premise that the first arrival of seismic energy at a detector offset from a 

seismic source always represents either a direct ray or a refracted ray (Kearey and Brooks 1987), 

the observations made may indicate the presence of a refracted ray arriving at the Croissant sensors 

with a dominant vertical component, as illustrated in Figure 4.8. 

This point of view may explain two key features in the data: (1) strong vertical component 

amplitudes, regardless of source location, and (2) relatively weak amplitudes across both 

horizontal components. This behavior supports the well-known phenomenon of broadside 

sensitivity in DAS measurements, where incident wave fields approaching perpendicular to the 

fiber axis produce minimal recorded strain, particularly for horizontal fiber geometries like those 

used in the Croissant. 
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FIG 4.8. Sketch of refracted ray path impinging on the Croissant with a vertical dominant component (blue). Direct ray path 

impinging on the Croissant with a horizontal dominant component (green) 

 

To further investigate and validate these qualitative observations, the next chapter presents 

a series of synthetic data modeling experiments. Some questions that I address through this 

modeling are: do the data acquired make sense? Is the Croissant responding in the way it should? 

By simulating wave propagation through controlled elastic media and the geometry of the fiber, 

such as the Croissant, we can better understand the impact of wave incidence on DAS response. 

These models will help clarify whether the observed vertical amplitude dominance and horizontal 

attenuation are indeed caused by refracted wave arrivals striking the Croissant from near-vertical 

angles. Through this approach, the modeling will provide a better basis for evaluating the refracted 

wave hypothesis and its implications for interpreting the experimental data. 
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5. CHAPTER 5. Analytical, geometrical and numerical model of the 

Croissant - synthetic seismograms 

To effectively interpret and understand DAS data, it is crucial to develop synthetic models that 

simulate the physical conditions of the subsurface, accurately represent the geometry of the fiber-

optic cable, and capture the fiber’s response to seismic sources. These models serve as a reference 

point for interpreting experimental data and raise important questions: Do the synthetic data 

resemble what we observe in the field? Are the acquired data physically consistent and 

interpretable? Addressing these questions helps validate the DAS data, enhances the confidence in 

the measurements, and clarifies what types of signals can be reasonably expected to be detected.  

This chapter begins by introducing an analytical model proposed by (Innanen 2017 Aug 17), 

offering a workflow for defining fiber geometry and modeling its strain response in a 

homogeneous, isotropic medium. A simple experiment illustrates a key concept: a straight fiber 

exhibits broadside sensitivity to an explosive source placed orthogonally to its axis—no strain is 

recorded due to the geometry of the ray path relative to the fiber. When the same source is applied 

to a fiber arranged in a helical geometry, however, the strain response becomes detectable. This 

improvement results from the projection of the seismic strain onto tangential segments of the fiber, 

enhancing sensitivity. 

To translate these observations into a more complex geometry—namely the Croissant layout—

a detailed geometric model for the Croissant was developed. This geometric model describes the 

full fiber trajectory from the junction box (as introduced in Chapter 3). Using this configuration, 

strain responses were computed for 24 seismic sources. The resulting synthetic shot gathers, 

generated under the assumption of body-wave propagation along simple ray paths (Innanen et al. 

2018), were analyzed to test signal detectability. 

Early comparisons with experimental data revealed a key discrepancy: the homogeneous 

model failed to reproduce the strong vertical component observed in the first arrivals, which 

initially makes sense due to the incidence angle perpendicular to its axis. This led to the hypothesis 

that these arrivals may result from refracted waves impinging on the fiber at steep incidence angles. 
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To test this, I modeled ray paths with dominant vertical components and recalculated the 

corresponding strain responses, yielding a more realistic interpretation of the early arrival patterns. 

To move toward a yet more realistic scenario, a full 3D elastic finite-difference model was 

implemented using the ElasWave3D software, developed by Sánchez et al., (2025). For the 

simulation, the input parameters involve a velocity profile of the study area derived from inversion 

data provided by CMC, along with the spatial coordinates of both the sources and the Croissant-

shaped receiver layout. Two types of input wavelets were used: a standard Ricker wavelet and the 

actual source wavelet from the Vibroseis acquisition. The latter was obtained by cross-correlating 

the recorded data trace with the Vibroseis sweep, thereby approximating the true source signature 

used in the field. The output obtained from the ElasWave3D include synthetic shot gathers for the 

Croissant and geophone locations, which will help to interpret the events, times and velocities 

observed in the Croissant experimental data.  

This chapter serves as the foundation for analyzing synthetic data across multiple 

computational methods and compares them to real field measurements, providing a robust starting 

point for hypothesis testing. 

5.1 Methods for computing synthetic shot gathers  

Implementing techniques for computing synthetic seismic data (seismograms / shot gathers) 

for realistic Earth models is an important element of seismology. In general, the goal is to calculate 

what would be recorded by a seismograph at a specified receiver location, given an exact 

specification of the seismic source and the Earth model through which the seismic waves 

propagate. This is a well- defined forward modeling problem that, in principle, can be solved 

exactly. However, it is important to account for the errors associated with deficiencies in the 

approximations in the theory used and the errors caused by using simplified Earth or source models 

(Shearer 2019).  

Two principal methods are employed in this study: 

1. Ray-theoretical methods in which ray geometries are explicitly specified and ray paths are 

computed. These methods include simple (or geometrical) ray theory. In this project, I apply 



69 

 

the analytical ray-based model developed by Innanen (2017 Aug 17), suitable for modeling 

strain along fibers in simplified elastic media. 

2. Finite-difference and finite-element methods that use computational power to solve the wave 

equation over a discrete set of grid points or model elements. These have the great advantage 

of being able to handle models of arbitrary complexity. The ElasWave3D simulator (Sánchez 

et al., 2025) is used for this purpose, enabling full elastic wave field modeling in a realistic 

velocity structure. 

5.2 Analytical Model – Homogeneous and isotropic medium (Innanen, 2017a) 

As described by Innanen (2016), this analytical model—also known as the geometrical 

model—assumes a fiber-optic cable of arbitrary shape embedded in a homogeneous, isotropic 

medium defined by an orthogonal coordinate system. The DAS response is modelled via a careful 

accounting of the fiber geometry in the volume (Eaid et al., 2018;Innanen, 2017; Innanen et al., 

2018). 

The most important quantity of the fiber geometry is the tangent direction. In straight fiber 

experiments, where the fiber and the cable are coaxial, strain measurements are made along this 

direction.  However, interrogator units typically report strain as a function of arc-length along the 

fiber. Therefore, it is important to carefully track the arc-length to accurately associate strain 

measurements with their spatial coordinates (Eaid et al. 2018).   

The analytical model developed by Innanen (2016) consists of six main steps, which are 

detailed below: 

1. Define the Earth volume: In this step, a rectangular Earth model is defined. Also, elastic 

properties, including P-wave and S-wave velocities are stated. 

2. Define DAS fiber(s): This section describes the definition of fiber(s), including their length, 

coordinates, and the vectors describing their trajectory. Depending on the geometry, which 

may be straight, helical, or—specific to this project—Croissant-shaped, the entire fiber 

trajectory is modelled. The fiber must be discretized with equally spaced points. The gauge 

length is also defined here. Furthermore, arc lengths along the fiber as well as tangent, normal, 
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and binormal vectors, are computed. These elements are essential for projecting the seismic 

wave field onto the fiber's axial components in the following steps. 

3. Define source and trace features: The seismic source is defined using a moment tensor, 

which characterizes the deformation at the source location responsible for generating seismic 

waves. Additional source parameters are specified, including its spatial location, the dominant 

frequencies of the P- and S-waves.  

4. Define DAS Channels: This step defines the spacing between DAS channels, expressed in 

meters. The channel locations correspond to specific segments along the fiber and are used to 

simulate locations for data acquisition. Gauge length is also defined in this step. 

5. Compute strain and assign to traces: The distance and travel times between the source and 

fiber positions are calculated. At each point along the fiber, the strain components due to P- 

and S-wave arrivals are computed based on the source-fiber geometry and moment tensor. 

These strain values are projected onto the fiber’s axial direction. The resulting projections are 

then used as spike amplitudes on the data traces at the appropriate arrival times. 

6. Compute Final Traces: Pointwise strain traces along the fiber are extracted and averaged over 

the gauge length at each channel. These averaged traces are then convolved with the wavelets. 

The final output includes both P-wave (as shown the shot gathers in Figure 5.1 and Figure 5.2) 

and S-wave responses, which are combined and recorded as seismic traces in the dataset. 

Briefly, the fiber is embedded within a snapshot of a 3D elastic wave field, and its response 

to strain is computed. The P-wave and S-wave strains form a six-component tensor field each, 

which is later projected onto the tangential direction of the fiber at each point. The output is a 

vector of pointwise strain traces along the fiber, each extracted and averaged over the gauge length 

corresponding to every channel position. 

Experiment of broadside sensitivity – Straight and Helical fibers 

Before modeling and analyzing the Croissant synthetic data, the first step is to evaluate 

how broadside sensitivity appears in synthetic DAS data using a simple example: a straight or a 

helical fiber cable embedded in a homogeneous and isotropic elastic medium. This setup provides 

a controlled environment to explore the basic behavior of DAS responses.  
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(a) Straight Fiber (b) Helix Fiber 

  

  

FIG 5.1. (a) Straight and (b) helical fibers lying horizontally, in blue, close to a P-wave source point (red circle). Red arrow points 

in the radial direction (between the source point and any point on the fiber under consideration. In the second row, the shot gather 

of the straight (Fiber 1) and helical fiber (Fiber 2). 

(a) Straight Fiber (b) Helix Fiber 

  

  

FIG 5.2. (a) Straight and (b) helical fibers laying vertically, in blue, close to a P-wave source point (red circle). Red arrow points 

in the radial direction (between the source point and any point on the fiber under consideration. In the second row, the shot gather 

of the straight (Fiber 1) and helical fiber (Fiber 2). 
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To address and potentially overcome the limitations of broadside sensitivity—where 

straight fibers show weak responses to wave fields arriving perpendicular to their axis as is shown 

in Figure 5.1a and Figure 5.2a—alternative fiber geometries have been proposed. Among these, 

the helical-wound cable (HWC) has gained attention for its ability to capture a broader range of 

strain orientations, enriching the DAS signal and improving sensitivity to those wave fields 

arriving perpendicular to the fiber as we can see in Figure 5.1b and Figure 5.2b. 

5.3 Geometrical Model of the Croissant 

The second step in the analytical model described in Section 5.2 involves defining the geometry 

of the DAS fiber. This includes determining the fiber's length, spatial coordinates, and the vectors 

describing its trajectory, which vary depending on the specific layout. In the case of the Croissant 

shape, a model was developed to accurately represent the position of each segment of the fiber 

along its curved path. 

To construct the geometrical model of the Croissant, I used the dimensions of the plastic frame 

(Figure 5.3) and the arrangement of the Croissant layout (Figure 4.6). These design details, 

provided in Hall et al. (2023), were essential for accurately defining the fiber trajectory for the 

Croissant. 

 

FIG 5.3. Sensors’ frame dimensions. The 0.73 m length sides shown will result in a 1 m square for 10.2 cm (4”) diameter PVC 

pipe and corners (from Hall et al., 2022). 
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FIG 5.4. Schematic diagram in plan view for the Croissant parametrization with its segments and dimensions 

With all layout specifications established, the Croissant fiber path was modeled in MATLAB. 

The process began by simulating the wrapped cables along invisible frames, incorporating the 

frame’s dimensions. As shown in Figure 5.4, the following parameters were used as inputs: 

- Width of the frame (𝑤 =  1 𝑚),  

- Thickness of the PVC pipe (ℎ =  0.1 𝑚), 

- Radius for the semi-circle taken for the wraps/turns (𝑟 =  ℎ/2), 

- Straight segment length (𝑠 =  𝑤 −  ℎ), 

- Constant term for a z variation (⍺ =  0.01 𝑚) 

A key consideration in any DAS model is ensuring a uniform arc length along the Croissant 

fiber path, as parameters such as channel spacing and gauge length are critically dependent on it. 

To address this, the fiber trajectory was parameterized using a constant arc-length step 𝑑, allowing 

for a uniform spatial interval between all fiber segments. 

The trajectory was then defined within a field coordinate system consisting of inline (𝑥), 

crossline (𝑦), and depth (𝑧)  axes, along with unit vectors (𝑖̂, 𝑗̂, 𝑘̂), The fiber path was expressed 
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as a discontinuous function, sampled at regular arc-length intervals of   𝑑 = 0.005 m (5 mm) as 

showed below in Equation 5.1. Each segment of this function is defined in Figure 5.4. 

𝑓(𝑑) =  𝑓1(𝑑) + 𝑓2(𝑑) +  𝑓3(𝑑) + 𝑓4(𝑑) (5.1) 

 

where: 

𝑓(𝑑) = < 𝑥(𝑑), 𝑦(𝑑), 𝑧(𝑑) > (5.2) 

 

Equations 5.1 and 5.2 show that the fiber path 𝑓(𝑑) depends on the arc-length step 𝑑 and is 

defined in a 3D space with three coordinates that define the position of the cable.  

Table 5.1 presents the coordinates for points 1, 2, 3, and 4 shown in Figure 5.4, being 

𝑑1, 𝑑2, 𝑑3, 𝑑4, 𝑎𝑛𝑑 𝑑5 the values of the parametrized function at each point. Below, the function 

𝑓(𝑑) is defined in 4 segments which will be repeated 14 times to complete the twenty-eight meters 

of fiber used for each component in the sensors.  

Table 5.1. Coordinates for the junction of 4 segments defining the fiber path. 

    

𝑥1 = 0 𝑥2 =  𝑤 − ℎ 𝑥3 =  𝑤 − ℎ 𝑥4 =  0 

𝑦1 = 𝑟 𝑦2 = 𝑟 𝑦3 = − 𝑟 𝑦4 = − 𝑟 

𝑧1 = 0 𝑧2 = ⍺𝑥2 𝑧3 = 𝑧2 𝑧4 = 𝑧3 + ⍺𝑥4 

𝑑1 = 0 

𝑑5 = 𝑑4 + 𝜋𝑟 
𝑑2 = 𝑥2 √1 + ⍺

2 𝑑3 = 𝑑2 + 𝜋𝑟 𝑑4 = 𝑑3 + (𝑤 − ℎ)√1 + ⍺
2 

 

𝑥(𝑑) =

{
 
 
 

 
 
 

𝑑

√1 + ⍺2
,                                             𝑑1 < 𝑑 ≤ 𝑑2

(𝑤 − ℎ) + 𝑟𝑠𝑖𝑛 (
𝑑 − 𝑑2
𝑟

) ,             𝑑2 < 𝑑 ≤ 𝑑3 

(𝑤 − ℎ) − (𝑑 − 𝑑3),                     𝑑3 < 𝑑 ≤ 𝑑4

−𝑟𝑠𝑖𝑛 (
𝑑 − 𝑑4
𝑟

),                               𝑑4 < 𝑑 ≤ 𝑑5

 (5.3) 
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𝑦(𝑑) =

{
 
 

 
 

𝑟,                                             𝑑1 < 𝑑 ≤ 𝑑2

𝑟𝑐𝑜𝑠 (
𝑑 − 𝑑2
𝑟

),                       𝑑2 < 𝑑 ≤ 𝑑3 

−𝑟,                                       𝑑3 < 𝑑 ≤ 𝑑4

−𝑟𝑐𝑜𝑠 (
𝑑 − 𝑑4
𝑟

),                   𝑑4 < 𝑑 ≤ 𝑑5

 (5.4) 

 

𝑧(𝑑) =

{
 
 
 
 

 
 
 
 

⍺𝑑

√1 + ⍺2
,                                             𝑑1 < 𝑑 ≤ 𝑑2

⍺𝑑2

√1 + ⍺2
,                                             𝑑2 < 𝑑 ≤ 𝑑3 

⍺𝑑2

√1 + ⍺2
+ 
⍺(𝑑 − 𝑑3)

√1 + ⍺2
,                          𝑑3 < 𝑑 ≤ 𝑑4

⍺𝑑2

√1 + ⍺2
+ 
⍺(𝑑4 − 𝑑3)

√1 + ⍺2
,                         𝑑4 < 𝑑 ≤ 𝑑5

     (5.5) 

 

 

FIG 5.5. Workflow implemented to create the Croissant Loop Path in MATLAB. Input parameters and constants are in the red box, 

functions in green box, internal outputs in black box and final output of the Croissant Loop Path Function in the blue box. 

Figure 5.5 shows the workflow used to create the Croissant Loop Path in MATLAB. Equation 

5.2 is defined in the function mk_croissant_loop (see Appendix) which generates three vectors 

𝑥1
0, 𝑦1

0 𝑎𝑛𝑑 𝑧1
0 modeling the twenty-eight meters of fiber for a single component as shown in Figure 
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5.6a. After applying rotation and translation of those initial coordinates, I used 

mk_croissant_sensor# (where # = 1, 2, or 3) to obtain a three-component (Figure 5.6b). Then, 

considering the distances and straight trajectories shown in Figure 4.6 starting from the junction 

box to Croissant 2 (red cable section), Croissant 2 to Croissant 3 (green cable section), Croissant 

3 to Croissant 1 (blue cable section), finishing with the trajectory from Croissant 1 back to the 

junction box (black cable section), the Croissant Loop path was built with the function 

mk_croissant_sensors (Figure 5.6c). Finally, the Croissant Loop Path Function generates a set of 

three vectors that describe the position in 3D space of the fiber cable. 

 

FIG 5.6. Visualization of the internal outputs of the Croissant Loop Path Function. a) output of the mk_croissant_loop function, b) 

output of the mk_croissant_sensor1, c) output of mk_croissant_sensors which define the complete Croissant Loop Path; in 

following sections this Croissant Loop Path will be seen as a small “T: in Map View. 

The geometrical model of the Croissant was designed to generate data in the same 

recording order as shown in Figure 4.3. Later, I will refer to “the trajectory of the fiber”, this means 

the trajectory in Figure 5.6c that simulate the trajectory of the fiber as it is displayed in Figure 4.6.  

With the fiber trajectory defined and coordinates specified at every 0.001 m of arc length, 

it was possible to apply the analytical model, as described in the previous section. This enabled 

the numerical calculation of the tangent, normal, and binormal vectors, which together define an 

orthogonal coordinate system along the entire fiber path. 

An explosive source was modeled using a moment tensor that radiates energy uniformly in 

all directions. Following the setup used in Line 41, I generated twenty-four shots positioned in a 
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circular array, equally spaced at a radius of 120 meters, consistent with the layout shown in Figure 

4.4. 

The gauge length was set to 7 meters and the channel spacing was defined as 1 meter, 

consistent with the experimental field data.  

Synthetic gathers were generated under the assumption that the earliest arrivals at the fiber 

correspond to body waves transmitting characteristic strain along simple ray paths (Innanen et al. 

2018). The P-wave and S-wave velocities, as well as the frequency of the Ricker wavelet used, 

were not chosen to represent any specific lithology or geological scenario. Rather, they were 

selected arbitrarily to provide a quick assessment of the strain expected. 

Preliminary results were obtained by producing the shot gathers shown in Figure 5.7—

using an inline source with the Horizontal 1 (H1) component—and in Figure 5.8—using an inline 

source with the Horizontal 2 (H2) component. 

In Figure 5.7, the connector segments—indicated by the grey box labeled “C”—are visible, 

as also shown in Figure 4.3. Each component of the Croissant is labeled as V, H1, or H2, indicating 

the vertical and horizontal orientations, respectively. Positive amplitudes at approximately 5 

milliseconds mark the first arrivals of the P-wave. A strong first-break amplitude is observed in 

the H1 components, dimmed amplitudes in the H2 components, and no signal in the vertical (V) 

components. The second arrival, at approximately 12 milliseconds, corresponds to the S-wave. 

This type of body wave oscillates the ground perpendicular to the direction of propagation, 

contributing to both the inline (H1) and vertical (V) components. In contrast, the crossline 

components (H2) continue to exhibit weak amplitudes. 
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FIG 5.7. Shot gather of the Croissant obtained from the analytical model (left). The map view (right) shows the source-receiver 

layout, where the trajectory of the fiber is indicated by small black "T" symbol. The orientations of the H1 and H2 components are 

shown with dotted lines. The red dot marks the source used to generate the shot gather inline with H1 component. 

In Figure 5.8, the shot is aligned with the H2 components. As with the previous case, the 

P-wave arrival shows higher amplitudes in all the H2 components, reduced amplitudes in the 

crossline components (H1), and no signal in the vertical (V) components. For the S-wave arrival, 

the behavior is consistent with that observed previously contributing to both the inline (H2) and 

vertical components, while the crossline (H1) remains weak. 

 

 

FIG 5.8. Shot gather of the Croissant obtained from the analytical model (left). The map view (right) shows the source-receiver 

layout, where the trajectory of the fiber is indicated by small black "T" symbol. The orientations of the H1 and H2 components are 

shown with dotted lines. The red dot marks the source used to generate the shot gather inline with H2 component. 
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Since the activated source was aligned with the H1 and H2 direction respectively, the 

measured strain and corresponding first breaks in the sensors are consistent with expectations. The 

absence of signal in the V component suggests that the particle motion associated with the P-wave 

was predominantly horizontal, resulting in negligible vertical strain. 

 

FIG 5.9. P-velocity profile from inversion data (provided by CMC) 

Given this observation—and considering the possibility of a refracted wave arrival—

modeling the subsurface as a homogeneous medium is unlikely to be the most appropriate 

approach. In the next section, an incident wave vector with a dominant vertical component is 

introduced to emulate a refracted ray path. The objective is to assess whether this new wave 

orientation alters the strain response in the other components. 

This approach is supported by Figure 4.1 (Section 4.2), which presents local stratigraphy 

from geologic data. The figure identifies a bedrock interface at approximately 29.5 meters depth, 

consistent with a velocity model developed using a rock physics approach (Hu et al. 2021). This 

model predicted the shallow sections of the velocity and density logs, which were missing from 
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the original well log data. The results show good agreement with the local geology, including a 

notable increase in P-wave velocity at around 30 meters, as shown in Figure 5.9. 

5.4 Geometrical Model of the Croissant in 2-layers medium 

To generate a refracted wave, it is essential to introduce a refractive interface. This can be 

achieved by assuming the presence of a second subsurface layer with a higher velocity than the 

overlying layer (i.e., 𝑣2 > 𝑣1). This configuration allows refraction to occur according to Snell’s 

Law. 

Figure 5.10 shows a plan view of the Croissant, modeled as a point sensor (in blue), and a 

source point (in red), within a Cartesian coordinate system. From this view, the angle 𝜙 between 

the source and the sensor is defined relative to the x-axis, and the distance between them is denoted 

by L. Figure 5.11 depicts the source-sensor plane, showing the geometry of wave propagation, 

including the wave direction, refracted ray path, critical angle, and velocity values in each layer. 

 

FIG 5.10. Plan view showing the location of a Croissant (blue), representing a point sensor, and a source point (red) in a Cartesian 

coordinate system. The angle between the point sensor and the source is denoted by ∅, measured with respect to the x-axis. L 

represents the distance between the point sensor and the source point. 
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FIG 5.11. Cross-section view of the point sensor–source plane. Relevant distances, wave direction, critical angle, and P-wave 

velocities in each layer are indicated. 

 

Steps to Compute the Strain Projection to the Croissant  

1. Define the incident wave vector components in the Cartesian coordinate system in (𝑥̂, 𝑦̂, 𝑧̂). 

2. Choose P-wave, and wave vector aligned coordinate system (𝑤̂, 𝑣, 𝑢̂), where: 

• 𝑤̂: direction of wave propagation (aligned with the wave vector), 

• 𝑣, 𝑢̂: orthogonal to 𝑤̂ 

In this coordinate system, the strain tensor 𝜀(𝑤) for a P-wave is: 

𝜀(𝑤) = (
1 0 0
0 0 0
0 0 0

)  

3. Transform the strain tensor to the global field coordinate system using:  

𝜀(𝑓𝑖𝑒𝑙𝑑) = 𝑅𝜀(𝑤)𝑅−1 

where 𝑅 is the rotation matrix from the wave-aligned to the global coordinate system. 

 

4. For every point along the Croissant, get the tangent vector 𝑡(𝑑), which defines the local 

direction of the fiber. 

5. Project the transformed strain tensor onto the fiber (as show in Figure 5.12) by computing: 
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𝜀𝑓𝑖𝑏𝑒𝑟(𝑑) = 𝑻(𝑑)𝑇𝜀(𝑓𝑖𝑒𝑙𝑑)𝑻(𝑑) 

 

FIG 5.12. Source / straight fiber configuration and visualization of the tangent component of any displacement on the fiber. 

This procedure allows the simulation of the strain response observed along the Croissant 

due to a refracted P-wave incident at an angle with a strong vertical component. 

As a result, in Figure 5.13, higher amplitudes in the vertical component can be observed as 

the first arrival; weaker amplitudes in the H1 component; and no signal recorded in the H2 

component.  

 

FIG 5.13. Shot gather of the Croissant obtained from the analytical model (left). The map view (right) shows the source-receiver 

layout, where the trajectory of the fiber is indicated by small black "T" symbol. The orientations of the H1 and H2 components are 

shown with dotted lines. The red dot marks the source used to generate the shot gather inline with H1 component. 

Figure 5.14 also shows high amplitudes in the vertical component, along with significant 

amplitudes in the H2 components. 
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FIG 5.14. Shot gather of the Croissant obtained from the analytical model (left). The map view (right) shows the source-receiver 

layout, where the trajectory of the fiber is indicated by small black "T" symbol. The orientations of the H1 and H2 components are 

shown with dotted lines. The red dot marks the source used to generate the shot gather inline with H2 component. 

The analytical model of the Croissant geometry in both homogeneous and two-layer 

isotropic media has demonstrated how the direction of wave propagation influences the recorded 

strain response. In the homogeneous case, P-wave arrivals produced strong signals in the 

components aligned with the source direction, while the vertical components showed no significant 

signal. However, by introducing a refracted ray path with a dominant vertical component, the 

simulated strain response changed noticeably, producing clear first arrivals in the vertical 

components and highlighting the directional sensitivity of the fiber. These later results more 

closely resemble the initial observations from the experimental data. 

To advance toward a more realistic representation of the subsurface and recorded data, the 

next section presents a 3D elastic finite difference model. This implementation integrates the 

Croissant's geometrical model, the circular source layout from Line 41, and a velocity model 

derived from inversion of the study area.  

The goal of this modeling step is to corroborate the strain rate response observed in the 

experimental data using a more complex and realistic simulation. By incorporating an approximate 

velocity model representative of the FRS, this approach aims to assess how well the synthetic 

response replicates the characteristics of the recorded data. This provides a more robust validation 
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of the analytical results and offers further insight into the assumptions regarding refracted wave 

arrivals reflected in the observed strain patterns on the Croissant.  

5.5  Numerical Model – Finite Difference 3D Elastic Model 

To further expand and validate the analysis of the Croissant, the open-source software 

ElasWave3D (Sánchez et al., 2025) was employed. ElasWave3D is a GPU-accelerated 3D finite-

difference elastic wave solver, capable of generating synthetic seismic data by simulating the 

propagation of seismic waves. This solver is particularly suitable for both homogeneous and 

heterogeneous media, offering high-accuracy results. Although originally designed for near-

surface applications with complex topographic features, its flexibility allows the integration of the 

parameters established in previous chapters, making it well suited for the Croissant data 

simulation. 

Initially, the output from ElasWave3D represents conventional three-component (3C) 

seismic data, simulating what would be recorded by geophones and producing standard shot 

gathers. However, to replicate the behavior of a Distributed Acoustic Sensing (DAS) system such 

as the Croissant, it was necessary to project the simulated particle velocity onto the local fiber 

geometry. This involves computing the strain rate along the tangential vector at each point along 

the Croissant’s path, thereby converting the 3C velocity data into DAS-compatible strain rate 

measurements. 

Starting from the strain rate tensor defined as:   

𝜀𝑖𝑗̇ =
1

2
(
𝜕𝑣𝑖
𝜕𝑥𝑗

 +
𝜕𝑣𝑗

𝜕𝑥𝑖
) ; (𝑖, 𝑗)  ∈ (𝑥, 𝑦, 𝑧) 

this quantity is computed from the velocity grid output of ElasWave3D using a finite-

difference approximation. The goal is to derive the strain rate projected along the local tangential 

direction of the fiber, denoted 𝜀𝑖𝑗̇  , which represents what a DAS system would record. To generate 

then a model of the local DAS fiber response, the strain rate tensor (𝑥̂, 𝑦̂, 𝑧̂) must be transformed 

into the local system describing the fiber, which the tangential component is extracted.  
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To transform the full strain rate tensor into the local fiber coordinates, the analytical 

tangents to the Croissant fiber were computed using derivatives of the parametric equations that 

define the fiber geometry (Equations 5.3, 5.4, and 5.5). The resulting expression gives the 

tangential direction 𝑻(𝑑) as a function of arc length 𝑑, and is defined according to the curvature 

and orientation of the Croissant: 

𝑻(𝑑) =  

{
 
 
 
 

 
 
 
 (

1

√1 + 𝛼2
, 0,

𝛼

√1 + 𝛼2
) ;                                                        𝑑1 < 𝑑 ≤ 𝑑2,

(cos (
𝑑 − 𝑑2
𝑟

) , −sin (
𝑑 − 𝑑2
𝑟

) , 0) ;                                   𝑑2 < 𝑑 ≤ 𝑑3,

1

√1 + 𝛼2
(−√1 + 𝛼2, 0, 𝛼) ;                                                𝑑3 < 𝑑 ≤ 𝑑4,

(−cos (
𝑑 − 𝑑4
𝑟

) , sin (
𝑑 − 𝑑4
𝑟

) , 0) ;                             𝑑4 < 𝑑 ≤ 𝑑5,

 

 

(5.6) 

 

The global coordinate system remains fixed throughout, but the local fiber coordinates vary 

with arc-length 𝑑. The projection of the full strain rate tensor onto the fiber's tangential direction 

gives the DAS-recorded strain rate: 

𝜀𝑡𝑡̇ (𝑑) = (𝑡 ∙̂ 𝑥̂)
2𝜀𝑥𝑥̇ + (𝑡 ∙̂ 𝑦̂)

2𝜀𝑦𝑦̇ + (𝑡 ∙̂ 𝑧̂)
2𝜀𝑧𝑧̇ + 2(𝑡 ∙̂ 𝑥̂)(𝑡 ∙̂ 𝑦̂)𝜀𝑥𝑦̇ + 2(𝑡 ∙̂ 𝑥̂)(𝑡 ∙̂ 𝑧̂)𝜀𝑥𝑧̇

+ 2(𝑡 ∙̂ 𝑦̂)(𝑡 ∙̂ 𝑧̂)𝜀𝑦𝑧̇  

where 𝑡 = (𝑡𝑥, 𝑡𝑦 , 𝑡𝑧) is the local unit tangent vector at position 𝑑 are components of the 

strain rate tensor computed from the particle velocity grid. 

As a user of ElasWave3D, various parameters were introduced; and several key input 

parameters were consistently adjusted across all following experiments presented in this chapter. 

These parameters include: 

1. Model dimensions: The size of the 3D domain through which elastic waves propagate and 

spatial step size. 

2. Velocity model: The distribution of seismic wave velocities, included P-wave, S-wave 

velocities and density. 
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3. Modeling parameters: These include the total simulation time – shot gather time recording; 

defined spatial step size.  

4. Source wavelet: Two different wavelets were employed in the simulations: 

4.1 First simulation: A zero-phase theoretical Ricker wavelet with a central frequency of 40 

Hz was used (Figure 5.15).  

 

FIG 5.15. Ricer wavelet. Frequency content of 40 Hz. 

4.2 Second simulation: A raw cross-correlated wavelet was derived from experimental data 

by cross-correlating the source sweep signal used in the field. This wavelet contains 

frequency content ranging from 10 to 150 Hz (Figures 5.16a and 5.16b, respectively). To 

use this raw wavelet as input, several preprocessing steps were required: 

• Low-pass filtering: Frequencies above 60 Hz were filtered using a low-pass filter 

(Figure 5.16d), to reduce computational cost and avoid numerical dispersion. 

• Cropping: The first 300 ms were cropped from the original signal, which was sampled 

at 0.002 seconds. The total cropped duration was approximately 600 ms, resulting in a 

wavelet whose peak occurs at 0.4 seconds (Figure 5.16c). 

• Resampling:  The wavelet was resampled using a time step of 𝛥𝑡 =  4𝑥10−5 seconds; 

This resampling step is necessary to satisfy the stability condition for the numerical 

solution implemented in ElasWave3D (see Equation 17 from Sánchez et al., 2025). 
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FIG 5.16. Cross-correlated wavelet from sweep; a) Raw cross-correlated wavelet; b) Raw wavelet spectrum, initial frequency 

content: 10-150 Hz; c) Modified cross-correlated wavelet with low-pass filter of 60 Hz applied, cropped 0.6 s, and resampled; d) 

Modified wavelet spectrum, frequencies content 0-60 Hz.  

5. Geophone receivers’ coordinates: Traditional geophone receiver locations were defined to 

enable interpretation of seismic events in the conventional geophysical framework. These 

coordinates were strategically positioned so that the geophone line was aligned with the middle 

of Croissant and source locations, facilitating direct comparison and interpretation of events 

between geophone and DAS data. 

6. Source coordinates: The spatial locations of all sources used in the simulations were exported 

from MATLAB and introduced into the model as input file. 

7. DAS acquisition parameters: These include the number of DAS receiver points, the spacing 

between them, the channel spacing, and the gauge length—parameters that control the spatial 

sampling and resolution of the DAS system. 

8. Receiver coordinates: These were derived from the geometrical model of the Croissant 

presented in Chapter 5.3. The coordinates were exported from MATLAB and introduced into 
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ElasWave3D as receiver input files. The corresponding tangential vectors, also computed in 

MATLAB, were used to project displacement fields into axial strain along the fiber path. 

 

These parameters allow for the construction of a realistic elastic model, ensuring consistency 

across all simulations and enabling robust comparisons between synthetic and experimental data. 

In the following sections, I will present two simulations. The first is an ideal case: a 

homogeneous and isotropic medium modeled with a Ricker wavelet (Figure 5.15). The goal is to 

observe the amplitude behavior in a setting without geological complexity and to identify any 

expected patterns in how the Croissant should perform under ideal conditions. The second 

simulation introduces geological complexity, using a homogeneous layered model with a velocity 

model derived from the rock physics model (Hu et al. 2021) and the cross‑correlated wavelet 

(Figure 5.16c). 

5.5.1 1st Simulation: Homogeneous half-space model (Ricker wavelet)  

In this first experiment, a homogeneous and isotropic medium was considered, characterized 

by the following idealized elastic properties: 

o P-wave velocity (𝑉𝑝) = 2000 m/s 

o S-wave velocity (𝑉𝑆) = 700 m/s 

o Density (ρ) = 2000 kg/m³ 

These values were selected as reference parameters, not intended to represent any specific 

lithology. Instead, they define an idealized medium that allows for controlled analysis of wave 

propagation behavior without geological complexity.   

For this experiment, a 40 Hz Ricker wavelet was used. The gauge length was set to 7 meters, 

and the channel spacing to 1 meter. Figure 5.17 shows a synthetic shot gather generated with 

Elaswave3D. In this example, the source is aligned with the H1 component, and no Automatic 

Gain Control (AGC) was applied. The connection segments are visible and labeled with “c,” along 

with the three Croissant components. 
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In this model, a direct wave propagating from the source to the sensors is expected. However, 

a first arrival is visible in the vertical component, which was not expected and was not observed 

in Section 5.3. However, this may be attributed to particle motion in the model that contributes to 

the vertical (axial) component and the proximity of the shot. The H1 component of the three 

Croissants presents higher amplitudes compared to the H2 component. Around 100 ms, surface 

waves with higher amplitudes become prominent and are better visualized in Figure 5.18. This 

figure displays the H1, V, and H2 traces, clearly showing the first breaks and surface waves across 

all three components, noticing the amplitude relationships and differences among them. 

 

FIG 5.17.  Shot gather of the Croissant obtained from the finite difference model (left). The map view (right) shows the source-

receiver layout, where the trajectory of the fiber is indicated by small black "T" symbol. The orientations of the H1 and H2 

components are shown with dotted lines. The red dot marks the source used to generate the shot gather inline with H1 component. 

Figure 5.19 presents another shot gather; in this case, the source is aligned with the H2 

component. Compared to the previous shot in Figure 5.17, this gather has a larger source-receiver 

offset, and the amplitudes of the first arrivals have decreased significantly. The first arrival is still 

visible—though with diminished amplitudes—on the vertical component. The H2 component 

shows the highest amplitudes, as expected due to the source orientation, while the H1 component 

displays very low amplitudes, not visible in this representation. Additionally, all three components 

exhibit increased amplitudes for the surface waves. Among them, the H1 component shows the 
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weakest response, followed by the vertical component, with the H2 component displaying 

the strongest surface wave amplitudes. 

 

FIG 5.18. In blue, average trace amplitudes for the three components, H1, V, and H2 for Croissant 2. 

 

 

FIG 5.19. Shot gather of the Croissant obtained from the finite difference model (left). The map view (right) shows the source-

receiver layout, where the trajectory of the fiber is indicated by small black "T" symbol. The orientations of the H1 and H2 

components are shown with dotted lines. The red dot marks the source used to generate the shot gather inline with H2 component. 

An important observation is the significantly higher amplitudes of the surface waves compared 

to the body waves, as well as the noticeable sensitivity to the angle of incidence—an aspect that 
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will be explored further in the next chapter. Specifically, Section 6.4.1 will present a quantitative 

analysis of the amplitude behavior of each Croissant across twenty shots. The goal is to gain a 

broader understanding of the expected amplitude patterns in an idealized modeling scenario. 

 

5.5.2 2nd Simulation: homogeneous layered model - CMC Velocity Model (cross-correlated 

wavelet) 

The first 60 meters of the velocity model provided by CMC were shown in Figure 5.9; 

however, a depth of 100 meters was used as input for this experiment sampled every 0.5 m. The 

modified cross-correlated wavelet was used, with the processing explained in section 5.5 (low-

pass filtered of 60 Hz, cropped and resampled). As shown in Figure 5.16c, the peak of this wavelet 

occurs at 0.4 s (400 ms), meaning that any signal appearing before this time in the shot gather 

corresponds to the wavelet's tail. Therefore, the reflections of interest begin at 400 ms, which is 

why the shot gathers presented in the following figures start from that time. 

Figure 5.20 shows the shot gather generated by ElasWave3D for shot 4, which corresponds 

to the farthest shot in the field. To enhance the visualization of the data, an automatic gain control 

(AGC) with a 250 ms window was applied to bring up weaker signals in the first arrivals. Once 

again, high amplitudes can be observed in the vertical component for the first arrivals, occurring 

around 510 ms. This observation indicates strong consistency with the experimental data, as well 

as with the initial observations and hypotheses previously stated. 

The reason for applying AGC becomes clear when examining Figure 5.21, which displays 

the average amplitude of raw traces for the H1, V, and H2 components over a larger time window. 

Understanding the amplitude relationships between different events helps guide the application of 

appropriate processing tools and supports more accurate data interpretation. As previously 

discussed in Section 5.5.1, surface waves are expected to exhibit higher amplitudes than body 

waves under this model. The first breaks are relatively weak and occur between the 500 and 600 

ms (traces in Figure 5.21).  
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FIG 5.20. Shot gather source 4, farthest source, inline with H1 component (250 ms AGC applied) 

 

FIG 5.21. In blue, average trace amplitudes for the three components, H1, V, and H2 for shot 4 of Croissant 2. 

Figures 5.22 and 5.23 show shot gathers for two sources: Figure 5.22 corresponds to a 

source aligned with the H1 component (inline), while Figure 5.23 corresponds to a source aligned 

with the H2 component. An interesting observation in Figure 5.22 is that, under the same AGC 

settings for both shots, the first-break amplitudes recorded by Croissant 2 are noticeably lower 

than those recorded by Croissants 1 and 3, even though the surface wave amplitudes remain high 

across all three. The primary spatial difference is that Croissant 2 is located closer to source 15 
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than the other two (see offset differences in Table 5.2). Additionally, the horizontal components 

show higher amplitudes than the vertical component. 

Table 5.2. Differences in offset for Croissants 1, 2 and 3 respect to shot 15. 

Offset – Croissant 1 Offset – Croissant 2 Offset – Croissant 3 

72.09 m 63.18 m 71.45 m 

 

 

FIG 5.22.  Shot gather source 15, nearest source, inline with H1 component (250 ms AGC applied) 

 

FIG 5.23. Shot gather source 10, inline with H2 component (250 ms AGC applied) 
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Figure 5.23, on the other hand, shows the shot gather from shot 10 (offset of ~115 m), 

aligned with the H2 components. Once again, high amplitudes are observed in the vertical 

components; however, it is qualitatively difficult to discern the relative amplitude behavior 

between the H1 and H2 components. 

Understanding the differences in Croissant offsets and the corresponding responses in the 

horizontal components—particularly for the closest shot (Shot 15, Figure 5.22)—compared with 

those from a higher-offset shot (Shot 10, Figure 5.23), where vertical component amplitudes 

increase noticeably, suggests that critical distance and cross-over distance are likely playing 

significant roles in the observed arrivals in the Croissant model data. The lower vertical amplitudes 

in Shot 15, in contrast with the higher vertical amplitudes in Shot 10, indicate that wave mode 

conversions and arrival types (e.g., direct vs. refracted waves) may be influencing the recorded 

signals depending on the source-receiver offset. 

The good news is that, as mentioned at the beginning of this section, one of the outputs of 

the ElasWave3D software is a particle velocity shot gather recorded by geophones (Figure 5.24a), 

which allows for a more detailed analysis of seismic events. In Figure 5.24, I present the shot 

gather for Shot 15, recorded by geophones arranged along a straight line that intersects both the 

Croissant location and the source. The position of the Croissant is also indicated, providing spatial 

context for the seismic events captured at that location and along the receiver line (Figure 5.24b). 

  

FIG 5.24.Particle velocity shot gather from line of geophones passing through the source and Croissant location. 

Based on seismic refraction theory for a two-layer model with a horizontal interface, it is 

possible to estimate several key parameters from Figure 5.24, such as the velocities of the first and 
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second layers, the critical angle of refraction, the critical and crossover distance, and the depth to 

the refractor. These values help verify, within the context of this velocity model, the offset at which 

the refracted wave begins to arrive earlier than the direct wave. 

Using the equations presented in Section 3.3, I calculated key parameters from the synthetic 

seismic shot gather in Figure 5.24. These results (see Table 5.3), based on the velocity model 

derived from inversion provided by CMC, offer an understanding of the minimum offsets at which 

refracted waves are expected to arrive before the direct wave. 

Table 5.3. Estimated values for the synthetic shot gather from geophones for shot 15 

𝑉1  𝑉2 𝜃𝑐𝑟𝑖𝑡 𝑡𝑖 𝑧 𝑋𝑐𝑟𝑖 𝑋𝑐𝑟𝑜𝑠 

~1170 𝑚/𝑠 ~1992 𝑚/𝑠 ~35.96913816° ~0.046𝑠 ~33.2 𝑚 ~48.2𝑚 ~125.5𝑚 

 

As introduced in Section 5.3, and in agreement with these calculations, the refractor 

interface lies at approximately 33 meters depth—closely matching the bedrock surface at 29.5 

meters, as indicated by well completion data provided by CMC and discussed in Section 4.2. 

The velocities for layers 1 and 2 were estimated as the average velocities within the first 

30 meters and below, respectively. The calculated critical distance 𝑋𝑐𝑟𝑖 was approximately 48 

meters, which is shorter than the minimum offset in the L41 shot arrangement. The crossover 

distance 𝑋𝑐𝑟𝑜𝑠 was found to be about 125 meters, meaning that at least half of the shots in the L41 

line exceed this offset. 

This analysis may help explain the low amplitudes observed for the first arrivals at 

Croissant 2 in Shot 15 (Figure 5.22). Because Croissant 2 is located closer to the source (63 

meters), its first arrivals are likely dominated by the direct wave, which typically exhibits lower 

amplitudes. In contrast, Croissants 1 and 3—located roughly 70 meters farther from the source—

may be receiving a combination of direct waves (affecting the horizontal components) and 
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refracted head waves (contributing to the increased vertical amplitudes). This difference in wave 

type could account for the comparatively lower vertical amplitude observed at Croissant 2. 

In the following chapter, I will explore the consistency between the modeled and experimental 

field data, which so far appears promising. A detailed analysis of seismic events—including trace 

behavior, velocity estimation, and amplitude characteristics—will provide a comprehensive 

understanding, both visually and quantitatively, of the expected wave phenomena and what is 

being detected by the Croissant. 
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6. CHAPTER 6: Amplitude response of the Croissant  

The previous chapters have laid the groundwork for understanding the Croissant fiber 

layout, the underlying principles of DAS, and the fundamental seismic concepts relevant to this 

study, including body waves, surface waves, and refraction seismic theory. The context of the 

seismic acquisition has also been described, with particular attention to the design of the Croissant 

layout, arranged to capture more than one component of the seismic wave field through its 3D 

orientation.  

Acquisition geometry includes a key source configuration: a circular source line (Line 41) 

designed to provide multiple source-receiver azimuths, and a variety of source-receiver offsets. 

These design choices aim to enhance the fiber's sensitivity to a broader range of wave field 

components. 

The experimental field data enabled preliminary observations and the formulation of the 

study’s hypothesis. This hypothesis was tested and supported through computational modeling, 

including both ray-based and full-wave field simulations. These models had appropriate geological 

context, and velocity models derived from inversion of the rich conventional dataset at this test 

site. Altogether this modeling effort provided deeper insights into the amplitude response 

characteristics of the Croissant layout.  

In the upcoming sections, I am going to show and analyze quantitatively the amplitudes 

recorded by the Croissant. The synthetic shot gathers obtained from model data, including 

Croissant and geophones responses will serve as a starting point to what is expected and what the 

Croissant is sensing in each of its components.   

6.1 Establish consistency of model and experimental data 

Now that the modeled data have been generated using field-based conditions—including the 

velocity model, source wavelet and type of source, vertically (P-vibe source)—a side-by-side 

comparison with the experimental data can help identify similarities and assess how closely the 

model replicates real observations.  
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The modeled data reproduced the presence of high amplitudes in the vertical components. 

Figure 6.1 presents a comparative view of shot gather 4 (source 4, farthest shot) where Figure 6.1a: 

Experimental data and Figure 6.1b: Synthetic data generated using ElasWave3D.  

To ensure consistency in processing and data comparison, an automatic gain control (AGC) 

with a 250 ms window was applied to both datasets. 

Experimental Field Data – Shot gather Synthetic Data – Shot gather 

  

FIG 6.1. Croissant shot gathers for shot 1 from L41: a) experimental data, AGC win 250ms; b) synthetic data, AGC win 250m.  

Arrival times are the first point of comparison. Visually, body-wave arrivals for vertical 

components appear to coincide well between the experimental and modeled data. However, for the 

horizontal components those first breaks may have dimmed amplitudes in the synthetic data that 

may not be visible and even comparable with the experimental data. Surface waves present 

significant timing differences, as can be observed in Croissant 2 in Figure 6.1 around 500 and 900 

ms respectively.   

 The alignment in first arrival times for vertical components suggests that the velocity 

model provided by CMC offers a reliable approximation of the subsurface velocity structure.  

In terms of frequency content, however, there is a clear difference. As discussed in previous 

chapters, the experimental data predominantly contain frequencies between 10 and 150 Hz, while 
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the synthetic data include frequencies up to 60 Hz due to the applied low-pass filter, and avoid 

numerical dispersion. Figure 6.1a (experimental data) shows first arrivals characterized by higher 

frequencies and surface waves dominated by lower frequencies. In contrast, Figure 6.1b (synthetic 

data) exhibits more prominent high-frequency content. 

These qualitative frequency observations are clarified in Figure 6.2, which provides 

spectral comparisons: 

 
 

FIG 6.2. Normalized spectra for experimental and model data a) Spectrum for experimental data; in blue, wavelet extracted from 

cross-correlation between the source sweep with the DAS trace; in red, the spectrum for the Croissant DAS experimental data. B) 

Spectrum for model data; in blue, the spectrum of the modified wavelet (low-pass filter of 60 Hz); in red, the spectrum of the DAS 

model data. 

The comparisons show that the experimental data tend to have suffered a loss of higher 

frequencies, likely due to natural attenuation and the Earth acting as a low-pass filter. In contrast, 

the modeled data retain higher frequencies which initially was unexpected. 

To investigate this further, spectral analyses were performed on the modeled data. The 

spectra were calculated for Croissant DAS data (non-zero offset) and vertical particle velocity data 

(including both non-zero and zero-offset traces; see Figure 5.24), using both homogeneous half-

space and homogeneous layered models. Additionally, the source type was varied between a 

vertical source (used in the simulations to approximate the motion of a P-vibrator) and an explosive 

source.  
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For the homogeneous medium, the Croissant data (non-zero offset) showed high-frequency 

content above 60 Hz when a vertical source was used. In contrast, when an explosive source was 

employed, the spectral content was mostly confined within the original wavelet frequency band 

(Figure 6.3a). A similar trend was observed in the particle velocity data: high-frequency content 

was preserved with the vertical source, whereas the explosive source produced a spectrum limited 

by the 60 Hz low-pass characteristics of the wavelet (see Figure 6.3b). 

  

FIG 6.3. Normalized spectra for model data in homogeneous half-space; a) Spectrum for the Croissant DAS data; b) Spectrum for 

the Particle velocity data.   

  

FIG 6.4. Normalized spectra for model data in homogeneous layered model; a) Spectrum for the Croissant DAS data; b) Spectrum 

for the particle velocity data.   
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This preliminary analysis highlights how source type in the ElasWave3D model influences 

frequency content, with the explosive source more effectively preserving the original wavelet 

spectrum. 

For the spectra from homogeneous layered model shown in Figure 6.4, the spectrum for 

the Croissant data (Figure 6.4a) exhibit amplitudes extending beyond the original wavelet 

frequency band. Although the explosive source shifts the spectrum slightly toward lower 

frequencies compared to the vertical source, significant high-frequency content is still present. 

In Figure 6.4b, which displays the spectrum for the particle velocity data using a vertical 

source, the tendency to preserve higher frequencies persists. In contrast, for the explosive source, 

the spectrum remains confined within the original wavelet frequency band.  

To explain the frequency behavior observed in these experiments, it is important to recall 

that ElasWave3D simulations are based on a purely elastic, layered velocity model. In such 

models, the only scenario in which a recorded trace preserves the same amplitude spectrum as the 

input wavelet is under highly idealized conditions: 

o a homogeneous half-space (i.e., no layering or free-surface effects), 

o excitation and recording of the same motion component, and 

o the receiver positioned at the source location (i.e., zero offset). 

As soon as any of these ideal conditions are not met—even in a perfectly elastic medium—the 

Earth acts as a linear, frequency-dependent filter (Aki and Richards, 2002).  

In the case of the Croissant configuration used (2nd simulation), all three ideal conditions are not 

met: 

• the medium is homogeneous layered, 

• the model uses a vertical point source, which primarily excites P-waves, with most energy 

concentrated in the vertical motion component. The energy coupling into the Croissant 

horizontal components is reduced, causing the recorded signal to appear spectrally distorted, 

filtered, or diminished in specific frequency bands. 
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• the Croissant sensors are not located at the zero-offset position relative to the L41 sources. 

In contrast, an explosive source radiates energy more isotropically, coupling more uniformly 

into all three receiver components. As a result, the sensors are more likely to record a wave field 

that closely resembles the original wavelet, regardless of direction. In a layered medium, energy 

from the source wavelet splits into several modes (direct rays, reflections, refractions, mode 

conversions, Rayleigh surface waves, and guided body waves); because each mode reaches the 

receiver at a different time, their superposition boosts some frequencies and cancels others, 

reshaping the recorded spectrum relative to the input wavelet. 

These factors explain why the Croissant data tend to produce shaped spectra with more 

pronounced high-frequency components, particularly when using a vertical source in a 

homogeneous layered model. 

To establish a quantitative perspective on the model and experimental data in terms of 

amplitude variations with azimuth and offset, the following section outlines the methodology used 

for automatic first-break picking as a pre-process to calculate the root mean square (RMS) 

amplitudes within defined time windows. This approach will facilitate the visualization and 

comparison of what each Croissant and component is sensing.  

6.2 Automatic first break picking for amplitude analysis workflow 

In Section 5.5, different simulations were performed and the analysis of traces, in the 

homogeneous and heterogeneous models, helped to understand the wave arrivals sensed by the 

Croissant and its response in the synthetic shot gathers. It was also insightful to compare the 

modelled and the real data in Section 6.1. 

In seismic data analysis, first-break picking refers to the process of identifying the arrival 

time of the first detectable seismic wave at each receiver. This is a critical step in seismic data 

processing, as it forms the basis for velocity estimation, stacking, and time-windowing for further 

analysis. 
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In the context of this study, first-break times help defining the time windows used to 

analyze the amplitude response of the Croissant layout. Before delving into the interpretation of 

amplitude variations, first-break picking was performed automatically using a Modified Energy 

Ratio (MER) attribute, as proposed by (Wong, 2023). 

This method performs well in high signal-to-noise ratio (SNR) conditions, producing 

consistent and accurate first-break estimates. However, in low SNR scenarios, the algorithm may 

yield random variations and outliers, causing deviations from the expected smooth time-pick trend 

across receivers or frequency bands (Wong 2023). 

 

FIG 6.5. (a) Definition of the MER attribute of a seismic trace. The preceding and trailing energy collection windows have equal 

lengths L located at a test point i. (b) The vertical black line is the time of the peak MER value; the black and green dots indicate 

manually picked first-break times (extracted from Wong, 2023). 

From Figure 6.5, 𝑒𝑟(𝑖) is the energy ratio at the test point 𝑖; 𝑔𝑚𝑟(𝑗) is the amplitude of the 

trace 𝑗; and 𝑀𝐸𝑅(𝑖) is the Modify Energy Ratio attribute. 

The SNR2 value in decibels was taken from the output of the MER algorithm. This value 

is calculated by trace using the following formula:  

𝑆𝑁𝑅2(𝑗) = 10 ∗ 𝑙𝑜𝑔(𝑆𝑁𝑅) (6.1) 

where 𝑆𝑁𝑅 =  𝑒𝑟(𝑖). 
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6.3 Amplitude analysis of the Croissant 

To implement the Modified Energy Ratio (MER) algorithm described above, the connector 

segments of the fiber—traces that do not correspond to a specific component of interest—were 

removed from the dataset. Only the traces corresponding to the Vertical, Horizontal 1, and 

Horizontal 2 components of each Croissant were retained for analysis, as illustrated in Figure 6.6. 

A key parameter in the MER algorithm is the window length (L as shown in Figure 6.5), 

denoted as winMER. Selecting an appropriate winMER value is essential for accurate first-break 

picking. According to Wong (2023), some practical guidelines can be followed: for noisy data, the 

window length should be approximately two to three times the dominant period of the seismic 

arrival, whereas for noise-free data, it may be a fraction of the dominant period. 

Figure 6.6 presents a shot gather within a time window from 0 to 300 ms. Each component 

includes 21 traces, accounting just for the traces within the 1-meter frame of each component and 

trying to avoid connector segments. This figure illustrates the amplitude relationships among the 

vertical and horizontal components during the first breaks (with no AGC applied). The vertical 

component clearly shows strong amplitudes at the first arrivals, whereas in the horizontal 

components—particularly H2—these arrivals are more difficult to identify with precision. 
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FIG 6.6. Shot gather for shot 1 (L41) for Croissant 2, with H1, V and H2 components. Traces in wiggle display are shown. 

For the vertical component, one signal period corresponds to approximately 18 ms, while 

for H1 and H2 it is closer to 15 ms. Several winMER values were tested to evaluate how window 

size influences the Signal-to-Noise Ratio (SNR), in order to determine an optimal setting for 

automatic first-break picking. 

Figure 6.7 presents the SNR results, using Equation 6.1, for three different window lengths: 

10 ms, 30 ms, and 45 ms. The 10 ms window corresponds to a fraction of the dominant period, 

while the 30 ms and 45 ms windows correspond to approximately two and three times the dominant 

period, respectively—particularly relevant for the noisier H1 and H2 components. The vertical 

component consistently exhibits a higher SNR than the horizontal components at both 30 ms and 

45 ms. At the shorter window length of 10 ms, the SNR for the vertical component decreases 

slightly but remains significantly higher than that of H1 and H2. A few outliers are observed, likely 

due to noisy traces in the data. 

 



106 

 

winMER = 10 ms winMER = 30 ms winMER = 45 ms 

   
FIG 6.7 Signal to noise ratio by trace for shot 1 (L41) - Croissant 2 by components 

 

As a baseline for the next steps, the MER algorithm was initially applied using a winMER 

of 10 ms. The automatically picked first breaks for Shot 1 from Line 41 (2023 – 2-sweep dataset) 

are shown in blue in Figure 6.8. The first break picks for the vertical components appear accurate, 

whereas no reliable picks are identified for the horizontal components. This result supports the 

observation made by Wong (2023), which states that for low-noise data, the window length can be 

a fraction of the dominant period. However, in the presence of higher noise levels—as seen in the 

horizontal components—this shorter window becomes insufficient for accurate picking. 

 

FIG 6.8. Shot gather for shot 1 (L41). Traces for Croissant 2, 3 and 1 with their respective components are visible. Blue circles 

are the automatic first-break picking from MER. winMer=10ms 

When the winMER is increased to 45 ms, as shown in Figure 6.9, there is a noticeable 

improvement in the automatic first-break picks for the horizontal components. However, these 
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picks are still not fully reliable or consistently accurate. Conversely, the precision of the vertical 

component picks begins to degrade, illustrating a trade-off between window size and picking 

accuracy across the different components. This emphasizes the importance of optimizing winMER 

based on the dominant signal characteristics and noise levels specific to each component. 

 

FIG 6.9.  Shot gather for shot 1 (L41). Traces for Croissant 2, 3 and 1 with their respective components are visible. Blue circles 

are the automatic first-break picking from MER. winMer=45ms 

 

Vertical Horizontal 1 Horizontal 2 

   

FIG 6.10 Croissant data separated in three components Vertical, Horizontal 1 and Horizontal 2. Window showed 0-200ms 

To address this, and considering that the trace signatures within each component are 

generally consistent—with limited variation aside from the noisy traces—the following steps were 

carried out: 

1. Stack the traces by component to enhance signal quality and suppress noise (Figure 6.10). 
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2. Apply the MER algorithm independently to each of the three stacked traces corresponding 

to the vertical (V), horizontal 1 (H1), and horizontal 2 (H2) components in a limited time-

window from 0 – 150 ms, to avoid the picks in higher energy ratios such as the surface 

waves. 

3. Assign the first-break time obtained from each stacked trace to all individual traces within 

the corresponding component. 

Vertical Horizontal 1 Horizontal 2 

   
FIG 6.11 Stacked traces by components by Croissant - This Data correspond to Croissant 1 Shot 1 (L41) 

However, several limitations were encountered in accurately picking first breaks on the 

horizontal components. These were primarily due to low amplitudes in the first arrivals and poor 

signal-to-noise ratios (SNR) in the surrounding time windows—challenges that persisted even 

after stacking the traces. As a result, accurate first-break picking was not feasible for some 

horizontal traces. 

To address this issue, I focused exclusively on the vertical component, which consistently 

exhibited high SNR across all Croissants (1, 2 and 3) and twenty-four shots. Since the primary 

goal of this step is to calculate the RMS amplitude within a time window centered on the first 

arrivals for all three components, using a reliable reference time is crucial and do not need to be 

exactly. 

The revised steps were as follows: 

1. Stack the vertical component traces to enhance signal quality and reduce noise (see Figure 

6.11). 

2. Apply the MER algorithm to the stacked vertical (V) trace to identify the first-break time. 
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3. Assign the first-break time obtained from the stacked vertical trace to all corresponding 

individual traces, including H1 and H2. 

The MER algorithm selects the time on the MER value peak which represent the first break in 

the trace (see Figure 6.5 (b)), giving as a result a first break picks as presents Figure 6.12. Gain 

was applied to visualize the first breaks for the horizontal components.  

 

FIG 6.12. First break picking for experimental field data. In green circles after use the vertical stacked trace. Gain applied. 

An important clarification regarding the first break picking in Figure 6.12 is that the approach 

shown is appropriate for minimum phase data. However, the Croissant dataset is zero phase due 

to the use of vibroseis as the source and has not undergone any phase correction. Therefore, the 

first break should be identified as the highest amplitude of the first peak. 

Nonetheless, in the subsequent analysis steps, amplitude measurements will be calculated 

relative to the first break time on each trace, as illustrated in Figure 6.13. 

With this result, it was possible the calculation of the RMS amplitude for the modeled data, 

and experimental field data in Table 4.1 and 4.2 as well as the geophone data.   

6.3.1 Amplitude analysis from Finite Difference Model  

Based on the previous results, it was easy to automatize the calculation of the RMS amplitudes 

by components and Croissants.  
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As noted in Section 5.5.2, the amplitude differences between body waves and surface waves—

arising from different shot gathers with varying azimuths and offsets—appear promising for 

further analysis.  

For that reason, in this section, the amplitude analysis was performed using two distinct time 

windows: 

1. First Arrival Window (FA)– focused on capturing the amplitudes of the initial P-wave 

(direct or head wave), as observed in the modeling results in previous sections. 

2. Surface Wave Window (SW)– aimed at analyzing the amplitudes associated with later-

arriving surface waves, which typically exhibit different particle motion and frequency 

content. 

The primary objective is to analyze amplitude behavior in a geological simple medium. This 

will provide a baseline reference for subsequent evaluations in the heterogeneous model, 

facilitating the interpretation of complex responses observed in real data (see Section 6.3.2). 

To present the results in a clear and concise manner, RMS amplitude was computed trace by 

trace within each time window and for each component. For instance, the vertical component in 

Croissant 2 consists of 21 traces. The time window for the first arrival analysis was set to 40 ms: 

after the first-break time. This selection ensures that the measured energy corresponds primarily 

to the first arrivals (see Figure 6.13). That is why an accurate first-break picking was a critical 

prerequisite. 

This procedure results in 21 RMS amplitude values per component (e.g., for the vertical 

component of Croissant 1). However, as illustrated in Figure 6.13, the amplitude variation within 

each component is usually consistent across traces. This allows the calculation of an average RMS 

amplitude per component, providing a single representative value for each component (V, H1 and 

H2), that can be plotted by shot, and Croissant.  
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FIG 6.13. Example time window for First Arrival Analysis enclosed in the dotted blue box. In green, the first-break time; RMS 

window 40 ms below the FB. 

The following comparisons aim to identify consistent patterns in amplitude responses across 

Croissants 1, 2, and 3, as well as among the Vertical, Horizontal 1 (H1), and Horizontal 2 (H2) 

components for all 24 shots. Each shot introduces a different angle of incidence of the seismic 

wavefield at the sensors, influencing the recorded amplitudes due to directional sensitivity and 

strain response. 

Before proceeding to the next subsection, Figure 6.14 illustrates the shot positions relative to 

the Croissants, with color coding indicating the shots most likely to influence the horizontal 

components (left) as well as their offsets (right). This visual aid supports the understanding of 

azimuthal relationships that are important for the upcoming amplitude analysis. 

 

FIG 6.14. Schematic representation of the Line 41 with the twenty-four shots (left). Croissant location in blue. Horizontal 1 

component color coded in orange, shots to the NE and SW aligned with the H1 component.   Horizontal 2 component color coded 

in yellow, shots to the SE and NW aligned with the H2 component. (right) Shots vs Offset, shots highlighted in grey are near offset.   



112 

 

6.3.1.1 Amplitude analysis for homogeneous half-space (model data from 1st simulation) 

i. First Arrival Analysis - homogeneous half-space 

First Arrival Analysis – Homogeneous half-space (Ricker wavelet) 

   
FIG 6.15 Average RMS Amplitudes per Azimuth for First Arrival Analysis for homogeneous half-space (time window 25ms). In light gray are the shot numbers (1-24). Radial axes 

correspond to the average RMS amplitude, and angles correspond to shot-Croissant azimuth.  

The figures in Figure 6.15 show higher amplitudes for azimuths between 120° and 280°, and lower amplitudes for azimuths 

between 280° and 120°, measured clockwise, particularly for the Vertical (V) and Horizontal 1 (H1) components. Shots 11 through 18 

correspond to near-offset sources, with offsets equal to or less than 100 m. These observations indicate that amplitudes are generally 

higher at near offsets and lower at far offsets across all three components, demonstrating the expected decrease in amplitude with 

increasing offset. 
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In this homogeneous half-space model, the vertical component retains higher amplitudes compared to the horizontal components. 

As discussed earlier, the source used in this simulation was a P-vibrator, which primarily excites P-waves and propagates particle motion 

in the vertical direction. This results in stronger vertical ground motion and explains the enhanced amplitude observed in the vertical 

component. 

The high amplitudes for the H1component correspond to those near offset shots inline with the H1 component as expected and 

showed in Figure 6.14 (in orange to the southwest). In contrast, the H2 component tends to show higher amplitudes for shots aligned 

along its axis, specifically those located to the southeast (SE) and northwest (NW). Notably, a decrease in amplitude is observed for 

Shot 15 in the H2 component, which corresponds to an incidence angle nearly perpendicular to the H2 orientation. This behavior reflects 

the broadside sensitivity of the fiber. 

Since the Croissant is not centrally positioned within the L41 source array, the amplitude response is asymmetric. This 

asymmetry is particularly evident in the H2 component, where both source-receiver offset and directional alignment significantly 

influence the recorded amplitudes of the first arrivals. In this case, the first arrivals are primarily associated with direct waves, making 

the observed variations especially relevant to understanding directional sensitivity in the Croissant configuration. 

ii. Surface Wave Analysis- homogeneous half-space 

For the surface wave analysis, amplitudes increase as offset decreases, consistent with a geometrical spreading response. As 

expected, and as shown in Figure 6.14—shots that are nearly aligned with the H1 and H2 components of the Croissant exhibit minimal 

effects of broadside insensitivity. A symmetric amplitude pattern is observed for sources with equal or similar offsets, while variations 

in offset produce correspondingly asymmetric amplitude responses. This behavior further supports the directional and offset-dependent 

sensitivity of the Croissant DAS sensor to surface wave energy. 
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Surface Wave Analysis – Homogeneous half-space (Ricker wavelet) 

   
FIG 6.16 Average RMS Amplitudes per Azimuth for Surface Wave Analysis for homogeneous half-space (time window 200ms). In light gray are the shot numbers (1-24). Radial axes 

correspond to the average RMS amplitude, and angles correspond to azimuth shot-Croissant location. 

By analyzing amplitudes of first arrivals and surface waves in a homogeneous half-space context in Figure 6.16—and observing 

trends with respect to angle and offset—this initial study provides a solid foundation for interpreting the results in the following section 

for the homogeneous layered model. While the general expectations remain consistent with those established here, insights from Section 

6.1 already suggest that, in the case of first arrivals, direct and refracted waves arrive simultaneously. 
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iii. Geometrical Spreading for homogeneous case 

Given the homogeneity of the model, geometrical spreading is expected at larger source-

receiver offsets, resulting in amplitude attenuation due to geometrical spreading. This effect is 

anticipated and serves as a baseline for interpreting wave field behavior in more complex models 

presented later in this study.  

As defined in section 3.4, in a homogeneous half-space, energy density decays 

proportionately to 1/𝑟2, where r is the radius of the wavefront for body waves, wave amplitude is 

proportional the square root of energy density, it decays as 1/𝑟 (Shearer, 2019; Yilmaz, 2001). In 

contrast, for surface waves, the energy density decays proportionately to 1/𝑟, which means that 

the amplitude decays as 1/√𝑟. 

 

FIG 6.17. Average Amplitude for the three Croissants for Body and Surface waves for the Homogeneous model. 

 

Figure 6.17 shows normalized amplitude versus offset for the three Croissants, with 

separate analyses for body waves (BW) and surface waves (SW). The theoretical amplitude decay 

relationships— 1/𝑟 for body waves and 1/√𝑟 for surface waves—are plotted as continuous blue 

and orange lines, respectively. The orange trend line (for surface waves) shows strong agreement 
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with the observed data for surface waves, confirming the expected geometrical spreading behavior 

in the homogeneous case.  

For the body waves, the observed amplitudes also display an exponential decay trend, 

consistent with theoretical expectations. However, the blue trend line appears offset by 

approximately –0.4 units relative to the theoretical curve. This vertical shift may indicate a scaling 

difference in amplitude or a normalization effect, but the overall decay trend remains consistent 

with the expected 1/𝑟 behavior. 

6.3.1.2 Amplitude analysis for homogeneous layered model (data from 2nd simulation) 

i. First Arrival Analysis - homogeneous layered model 

The amplitude analysis of first arrivals in the homogeneous layered model (see Figure 6.18) 

yields the following key observations: 

Spherical spreading is evident, as amplitudes decrease with increasing offset. 

• The vertical component consistently preserves higher amplitudes compared to the horizontal 

components due to the source used and the presence of refraction waves. 

• Azimuths between 120° and 280° introduce stronger strain responses in both the vertical (V) 

and horizontal 1 (H1) component. 

• The horizontal 2 (H2) component shows a tendency for higher amplitudes from shots aligned 

along its axis, particularly from directions toward the southeast (SE) and northwest (NW). 

It is important to note that, for this homogeneous layered model, direct and refracted waves 

may arrive simultaneously in the first-arrival window. This superposition may influence the 

observed amplitude behavior, especially at the cross-over point/offset. 

Figure 6.18 presents the amplitude distributions for each component across all shot positions, 

providing further support for the trends described above. 
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First Arrival Analysis – Homogeneous layered model (cross-correlated wavelet) 

   
FIG 6.18 Average RMS Amplitudes per Azimuth for First Arrival Analysis for homogeneous layered model data (time window 20ms). In light gray are the shot numbers (1-24). 

Radial axes correspond to the average RMS amplitude, and angles correspond to azimuth shot-Croissant location. 

Once again, all components exhibit low amplitudes at far offsets, reinforcing the expected geometrical spreading behavior in the 

homogeneous layered model. In this case, high amplitudes for the vertical component are observed over a broader azimuthal range, 

between approximately 110° and 310°, corresponding to source–receiver offsets of 140 m and less. Beyond this distance, amplitudes 

decay sharply and remain nearly constant up to offsets of 160 m.  

However, it is important to note a decrease in amplitude values for shots 14, 15, 16, and even 17 in Croissants 1 and 2, which 

correspond to the closest source–receiver offsets. Based on previous calculations from the First Arrival Analysis of the homogeneous 
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half-space model, the critical distance is approximately 50 m, and the crossover distance is around 125 m. The offsets for shots 14 

through 17 are all below 80 m, placing them within the range dominated by the direct wave arrival. 

In contrast, the higher amplitudes observed for shots with offsets beyond 80 m suggest that, at those distances, the energy from 

the refracted wave becomes more dominant than that of the direct wave. This shift in wave field contribution may explain the amplitude 

increase at intermediate offsets and the relative drop at very short offsets. 

For the H1 component, high amplitudes are concentrated in the southwest direction (as shown in Figure 6.14), where the shots 

are aligned with the H1 axis. A relative increase in amplitude is also observed for shots in the northeast direction, although the absolute 

amplitudes remain low. 

The H2 component displays the expected directional sensitivity: high amplitudes are recorded for shots aligned along the H2 

axis (i.e., in the SE–NW direction), and lower amplitudes are observed for shots oriented perpendicular to this component. 

These results are consistent with previous observations made in the homogeneous half-space model and further support the 

interpretation involving the increasing influence of refracted waves with offset. 
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ii. Surface Wave Analysis - homogeneous layered model 

Surface Wave Analysis – Homogeneous layered model (cross-correlated wavelet) 

   
FIG 6.19 Average RMS Amplitudes per Azimuth for Surface Wave Analysis for homogeneous layered model data (time window 600ms). In light gray are the shot numbers (1-24). 

Radial axes correspond to the average RMS amplitude, and angles correspond to azimuth shot-Croissant location. 

 

For the surface wave analysis in the homogeneous layered model, amplitudes increase as offset decreases—consistent with the 

behavior observed in the homogeneous half-space model. The H1 and H2 components exhibit clear symmetry in amplitude response for 

shots aligned along their respective axes and similar offsets, and an asymmetric response for shots with different offsets. This pattern 

reflects the directional sensitivity of the fiber orientation and is consistent with the fiber response.
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The amplitude analysis conducted using two synthetic models—the homogeneous half-space 

and the homogeneous layered model—establishes a baseline for interpreting the experimental data. 

The key takeaways from Section 6.3.1 regarding amplitude behavior, which are expected to be 

observed in the field, are as follows:  

1. Spherical spreading is expected for both first arrivals and surface waves arrivals. 

2. The presence of a second, higher-velocity layer (representing the bedrock surface at ~30 

meters) will give rise to head waves in the experimental data. 

3. The vertical component is expected to preserve higher amplitudes for the first arrivals 

compared to the horizontal components, especially in response to the refracted wave 

arrivals. 

4. For the vertical component, a decrease in amplitude is expected at near source–receiver 

offsets (i.e., before the critical and crossover distances). This reduction may be attributed 

to the dominance of the direct wave in that range. 

5. Directionality is expected in the horizontal components, particularly for surface waves. 

While some directionality may also be present for first arrivals, it will be less prominent. 

This is because, for most shot locations producing head waves, the incidence angle to the 

horizontal components will be approximately vertical, reducing their sensitivity to those 

arrivals.   

 

6.3.2 Amplitude analysis from Experimental data 

The motivation for analyzing amplitudes in the Croissant start from the desire to understand 

how sensitivity varies across components (V, H1, and H2) as a function of source-receiver azimuth 

and offset. This analysis provides insight into the directional response of the Croissant and the 

relative behavior of each component. 

The amplitude analysis was performed as presented in the previous section within two distinct 

time windows: First Arrival Window (FA) and Surface Wave window (SW). 
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i. First Arrivals Analysis – Croissant experimental data  

An important observation was made during the March 2025 field campaign: Croissant 1 

was not fully buried underground, with part of its frame and vertical-component cabling visibly 

exposed. This installation issue likely contributed to the persistent high-frequency content 

observed in the amplitude spectra of Croissant 1 across all three acquisition years—particularly in 

the vertical component, as shown in Figure 6.20. 

 

 

FIG 6.20. Amplitude Spectra for Croissant 1, from data acquisition of 2025, 4 sweeps. 

 

Figures 6.21, 6.22, and 6.23 present the average RMS amplitudes for the First Arrivals 

Analysis of the Vertical, Horizontal 1, and Horizontal 2 components, respectively, across the 2023, 

2024, and 2025 data acquisitions. 
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First Arrival Analysis – Vertical Component  

2023 (2 sweeps) 2024 (4 sweeps) 2025 (4 sweeps) 

   
FIG 6.21 Average RMS Amplitudes per Azimuth for First Arrival Analysis (time window 40ms). Vertical Components from 2023/2024/2025. In light gray are the shot numbers (1-

24). Radial axes correspond to the average RMS amplitude. 

 

Vertical component amplitudes tend to be lower for azimuths from 290° through 85° counting clockwise, corresponding to shots 

19 through 8 and for an azimuth range of 125° to 210° corresponding to shots 11 to 15. Shots 9, 10, 16, 17 and 18 consistently exhibits 

high values across the three Croissants throughout the 2023, 2024, and 2025 acquisitions. 
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First Arrival Analysis – Horizontal 1 Component  

2023 (2 sweeps) 2024 (4 sweeps) 2025 (4 sweeps) 

   
FIG 6.22 Average RMS Amplitudes per Azimuth for First Arrival Analysis (time window 40ms). Horizontal 1 Components from 2023/2024/2025. In light gray are the shot numbers 

(1-24). Radial axes correspond to the average RMS amplitude. 

For the H1 component, Figure 6.22 reveals a similar pattern to that observed in the vertical component: Shots 9, and 18 

consistently produce the highest amplitudes across all Croissants. In general, lower amplitudes are associated with azimuths ranging 

from 290° to 85°, corresponding to Shots 19 through 8. Similarly, reduced amplitudes are also observed for azimuths between 125° and 

185°, particularly for Shots 11 through 14. In contrast, increased amplitudes are observed for Shots 15 through 18, which cover azimuths 

from approximately 185° to 285°, counting clockwise.  
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First Arrival Analysis – Horizontal 2 Component 

2023 (2 sweeps) 2024 (4 sweeps) 2025 (4 sweeps) 

   
FIG 6.23 Average RMS Amplitudes per Azimuth for First Arrival Analysis (time window 40ms). Horizontal 2 Components from 2023/2024/2025. In light gray are the shot numbers 

(1-24). Radial axes correspond to the average RMS amplitude. 

In terms of amplitudes for the H2 component, Figure 6.23 shows a consistent pattern of high amplitudes for Shots 9, 16, 17, and 

18 across all three Croissants, similar to the Vertical and H1 components. Low amplitudes across azimuths ranging from 310° through 

85° corresponding to shots 22 through 8, as well as for azimuths ranging from 125° through 185° corresponding to shots from 11 to 14.  

Overall, shots 9, 10, 17 and 18 consistently exhibits high values across all three components (V, H1, and H2) and all three 

Croissants in the 2023, 2024, and 2025 acquisitions. This persistent trend suggests that there may be location-specific factors—such as
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surface conditions or anisotropy—that consistently generate stronger energy due to their spatial 

relationship with the array or site characteristics. 

Amplitude difference between vertical and horizontal components is noticeable. Range of RMS 

amplitudes for vertical components are higher than 2𝑥106 up to 10𝑥106, whereas the horizontal 

components remain below  2𝑥106; emphasizing the stronger vertical motion response. 

Low amplitudes for far source-receiver offsets azimuth ranges 300° through 85° are 

expected for the first arrivals and a considerable increase for closer offsets, showing a geometric 

spreading behavior. 

 

FIG 6.24. Average RMS amplitude vs Offset for the three Croissants for body waves (first arrival characterized by P-wave) from 

the Croissant experimental data. 

To remove the offset-related influence from the Average RMS Amplitude per Azimuth 

plots, a geometric correction is applied to the First Arrival Analysis. Figure 6.24 illustrates the 

trend power functions that describe RMS amplitude decay for first arrivals (body waves, 

specifically P-waves) as a function of offset. The functions shown in blue, yellow, and green 

represent the geometric correction factors for Croissant 1, Croissant 2, and Croissant 3, 

respectively. In each function, x denotes the source-receiver offset, meaning that each Croissant 

has its own set of offset values. 

The corrected average RMS amplitude is calculated as follows: 
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𝐴𝑣𝑒𝑟𝑎𝑔𝑒_𝑅𝑀𝑆𝑣𝑎𝑙𝑢𝑒_𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 =  𝐴𝑣𝑒𝑟𝑎𝑔𝑒_𝑅𝑀𝑆𝑣𝑎𝑙𝑢𝑒 / 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑖𝑐 𝑓𝑎𝑐𝑡𝑜𝑟  

 

Additionally, Figure 6.25 presents a LiDAR-derived elevation map of the study area, with 

Croissant locations marked in red and vibration point (VP) locations in black. A key observation 

from the field acquisitions in November 2023 and March 2025 is that low-elevation areas were 

damp and wet due to melting snow. These site conditions may have influenced the recorded 

seismic data by affecting amplitude levels, coupling efficiency, and wavefield propagation. 

The low-elevation areas during the vibroseis operations—visible in Figure 6.25—

correspond to shots 9, 10, 17, 18, 21, 23, and 24. Notably, the consistently high amplitudes 

observed for shots 9, 10, 17, and 18 may be attributed to these wet conditions. As a result, these 

four shots will be removed as outliers to better observe the overall amplitude trends for each 

component in the 2025 dataset.    

 

FIG 6.25. LiDAR image, elevation map, provided by CMC. VP Locations are the black circles enumerated from 1 to 24. Croissant 

locations in red.   
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First Arrival Analysis – 2025 (4 sweeps) – Shots 9-10-17-18 outliers (deleted) – Geometric correction applied 

Vertical Horizontal 1 Horizontal 2 

   
FIG 6.26. Average RMS Amplitudes per Azimuth for First Arrival Analysis (time window 40ms). Vertical, Horizontal 1 and Horizontal 2 components from 2025 dataset. In light 

gray are the shot numbers (1-24). Radial axes correspond to the average RMS amplitude corrected by the geometric factor by Croissant. 

Figure 6.26 provides a clearer visualization of the amplitude behavior by component. The vertical components display a more 

symmetric amplitude distribution across the twenty-four sources. For the H1 component, an increase in amplitude is observed for shots 

aligned along the inline direction, resulting in improved symmetry. These include shots 14, 15, and 16, as well as shots 24, 1, 4, 5, and 

6. In contrast, the H2 component does not exhibit a similar amplitude increase for the shots aligned along its inline direction. Instead, 

the amplitude behavior seems to be symmetrical across the twenty-four sources.  

Adjustments such as removing outlier values to reduce the influence of environmental conditions and applying geometric 

corrections to account for offset-related variations, allowed the true component-based amplitude behavior to emerge more distinctly.
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ii. Surface Wave Analysis – Croissant experimental data 

Figures 6.27, 6.28 and 6.29 present the RMS amplitudes for the Surface Wave Analysis of the Vertical, Horizontal 1, and 

Horizontal 2 components, respectively, across the 2023, 2024, and 2025 data acquisitions. 

Surface Wave Analysis – Vertical Component 

2023 (2 sweeps) 2024 (4 sweeps) 2025 (4 sweeps) 

   
FIG 6.27 Average RMS Amplitudes per Azimuth for Surface Wave Analysis (time window FB/1000). Vertical Components from 2023/2024/2025. In light gray are the shot numbers 

(1-24). Radial axes correspond to the average RMS amplitude. 

 

Amplitudes for vertical components in the surface wave analysis show a decrease in amplitudes for far offsets and an increase 

in amplitudes for near source-receiver offsets. Shot 9 still preserves the abrupt amplitude increase for 2023 and 2024 dataset.  
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Surface Wave Analysis – Horizontal 1 Component 

2023 (2 sweeps) 2024 (4 sweeps) 2025 (4 sweeps) 

   
FIG 6.28 Average RMS Amplitudes per Azimuth for Surface Wave Analysis (time window FB/1000). Horizontal 1 Components from 2023/2024/2025. In light gray are the shot 

numbers (1-24). Radial axes correspond to the average RMS amplitude. 

 

For the H1 component, amplitudes increase for azimuths ranging from approximately 180° to 280°, which is consistent with 

sources aligned along the axis of the H1 component. This observation supports the expected broadside sensitivity of the fiber, confirming 

that the DAS system is effectively capturing strain along its axial direction. Additionally, low amplitudes observed at far source–receiver 

offsets further confirm the expected geometrical spreading behavior, where wave amplitude diminishes with increasing distance, as 

observed also for the vertical component.  
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Surface Wave Analysis – Horizontal 2 Component 

2023 (2 sweeps) 2024 (4 sweeps) 2025 (4 sweeps) 

   
FIG 6.29 Average RMS Amplitudes per Azimuth for Surface Wave Analysis (time window FB/1000). Horizontal 2 Components from 2023/2024/2025. In light gray are the shot 

numbers (1-24). Radial axes correspond to the average RMS amplitude. 

 

The H2 component, on the other hand, exhibits clear directional sensitivity in the 2023 dataset, with higher amplitudes observed 

for shots aligned along the H2 axis. However, this directional pattern appears less consistent in the 2024 and 2025 acquisitions. 
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Key observations for the surface wave analysis can be summarized as follows: 

1. All three components (Vertical, H1, and H2) exhibit amplitude decay with increasing offset, 

consistent with the expected geometrical spreading behavior in a surface wave context (see 

Figure 6.30). 

2. Geometric correction must be applied in order to account for the offset variation along the 

twenty-four shots. 

3. No amplitudes anomalies are recorded by specific shot locations. 

 

FIG 6.30. Average RMS amplitude vs Offset for the three Croissants for surface waves from the Croissant experimental data. 

 

Power functions visible in the Figure 6.30 correspond to geometric corrections for 

Croissant 1, Croissant 2, and Croissant 3 respectively for surface wave RMS amplitudes.   
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Surface Wave Analysis – 2025 (4 sweeps) – Geometric correction applied 

Vertical Horizontal 1 Horizontal 2 

   
FIG 6.31. Average RMS Amplitudes per Azimuth for Surface Wave Analysis (time window 800ms). Vertical, Horizontal 1 and Horizontal 2 components from 2025 dataset. In light 

gray are the shot numbers (1-24). Radial axes correspond to the average RMS amplitude corrected by the geometric factor by Croissant. 

 

Following the application of geometric corrections, several observations can be made for each component, as illustrated in Figure 

6.31: 1) The vertical component displays a symmetric behavior. Surface waves—specifically Rayleigh waves—are characterized by 

retrograde elliptical particle motion, which combines both vertical and horizontal displacements. This elliptical motion influences the 

vertical component similarly across different azimuths, resulting in the observed symmetry. 2) Both horizontal components (H1 and H2) 

exhibit clear directionality and symmetry for inline sources and a decrease in amplitude for crossline sources. This behavior aligns with 

the expected response based on fiber orientation and the propagation characteristics of surface waves.
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6.5 Signal to Noise Ratio Analysis 

This section evaluates the signal-to-noise ratio (SNR) across multiple years of data 

acquisition, aiming to address key questions related to data quality and sensor performance: 

1. Has there been any improvement in signal clarity in recent acquisitions, potentially due to 

better soil compaction or improved sensor coupling? 

2. Does increasing the number of correlated sweeps lead to a measurable enhancement in 

SNR? 

3. Considering that each Croissant component currently uses approximately 28 meters of 

wrapped fiber, how much of that length contributes reliably to the recorded signal? 

4. Is it feasible to reduce the length of fiber per component to make the system more cost-

effective and practical, without compromising signal quality? 

By addressing these questions, this analysis will help guide future improvements in both 

data acquisition strategies and Croissant sensor design. 

6.5.1 Effects of Soil Compaction and Sweep Count on SNR Improvement 

The coupling of fiber-optic cables to the ground is crucial for the effective detection of seismic 

vibrations in DAS systems. Poor coupling can significantly degrade signal quality and limit the 

reliability of seismic interpretations. In surface deployments, achieving good coupling is 

particularly challenging due to loose soil, air gaps, or surface irregularities. To address this, the 

Croissant sensor array was buried approximately one meter underground to ensure stable and 

consistent contact with the surrounding soil, thereby enhancing its sensitivity and coupling 

efficiency. As noted by some authors ground coupling is a key consideration in the performance 

of surface-deployed DAS systems(Harmon et al. 2022).  
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FIG 6.32 Representative signal to noise ratio for Croissant 3, comparing 2024 (2 Sweeps) and 2024 (4 Sweeps) data 

 

Figure 6.32 shows the representative signal-to-noise ratio (SNR) for Croissant 3, which follows the same trend observed in the 

other two Croissants. Across all three components, a slight increase in SNR is evident with the increase in the number of sweeps. This 

observation supports the processing approach described in Section 4.4, where stacking additional sweeps enhances the recorded signal 

quality. Vertical components have a high signal to noise ratio, around 30dB and higher as compared to the H1 and H2 component, which 

are less than 30dB.  
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FIG 6.33 Representative signal to noise ratio for Croissant 3, comparing 2023 (2 Sweeps) and 2024 (2 Sweeps) data 

 

Figure 6.33 presents a representative signal-to-noise ratio (SNR) for Croissant 3, with similar trends observed in the other two 

Croissants. In this case, the comparison is between datasets with the same number of stacked sweeps (2) but acquired a year apart—

2023 and 2024. Overall, the 2024 dataset shows an increase in SNR. This supports the statement by Hall et al. (2024) that one year of 

soil or clay compaction can lead to improved signal-to-noise ratios for data recorded by Croissant sensors. Observation about the relative 

signal to noise ratio between components, show that the vertical component maintains a higher decibel values. 
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FIG 6.34 Representative signal to noise ratio for Croissant 3. Comparison between 2023(2S) and 2025(4S) data 

 

Figure 6.34 presents the representative signal-to-noise ratio (SNR) for Croissant 3 and illustrates a similar trend observed in the 

other two Croissants. It compares the 2023 dataset (recorded with 2 stacked and correlated sweeps) with the 2025 dataset (recorded with 

4 stacked and correlated sweeps). The three plots show the SNR for the Vertical, Horizontal 1 (H1), and Horizontal 2 (H2) components. 

Across all components, there is a clear increase in SNR for the 2025 data compared to 2023. This improvement may be attributed not 

only to the higher number of sweeps, but also to improved coupling between the sensor and the ground over time. Signal to noise ratio 

for vertical component keeps the higher values compared to H1 and H2. 
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These observations suggest that after two years of burial, the Croissant sensors achieved 

better soil coupling, which contributed to enhanced seismic signal quality. 

The key observations from the three tables presented in this section are as follows: 

1. Increasing the number of stacked sweeps leads to an improvement in the signal-to-noise 

ratio (SNR). 

2. Natural soil compaction over time enhances the coupling between the fiber and the ground, 

resulting in higher SNR in the acquired data. 

3. The vertical component consistently shows higher signal-to-noise ratios compared to the 

horizontal components, suggesting better coupling or sensitivity for vertical ground 

motion—especially relevant for P-wave energy and source-receiver geometry. 

4. SNR improvements are not uniform across all shots or components, indicating that local 

ground conditions, shot location, or sensor orientation may still play a role in SNR 

variability despite overall trends. 

 

6.5.2 Stacked traces vs SNR  

The current Croissant design uses approximately 28 meters of fiber-optic cable per component. 

This raises an important design question: can we reduce the total length of fiber used per 

component without significantly compromising signal quality? 

As Hall et al., (2023) stated, “twenty-eight meters was chosen for the wrap because it is the 

same length as four 7 meters gauge lengths, giving us three-gauge lengths worth of data from the 

sensor that will be uninfluenced by fiber in the adjacent frames and trenches”. Then “three-gauge 

lengths of worth data” are equivalent to approximately 21 traces, every 1 meter apart, where strain 

is reliably measured within the frame boundaries. 

With this configuration in mind, the question becomes: how many of these 21 effective traces 

are necessary to maintain an acceptable signal-to-noise ratio (SNR)? Can we reduce the number 

of traces—and thus the required cable length—while still preserving data quality? 
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Stacking traces is a well-established technique for improving SNR. In fact, for the automatic 

first breaks, the traces were stacked by components to enhance the SNR, enabling more accurate 

picking. 

Theoretically, the SNR increases proportionally to the square root of the number of stacked 

traces (√N) in Common Midpoint (CMP) stacking (Kumar and Sinha, 2008), where different 

source and receiver locations are used.  

This relationship is based on two primary assumptions: 

1. The seismic signal is assumed to be identical and in phase across all traces being stacked. 

This coherence ensures constructive interference, allowing the signal amplitude to increase 

linearly with the number of traces. 

2. The noise is assumed to be random, uncorrelated, and independent from one trace to the 

next. As a result, when the traces are summed, the noise components interfere destructively. 

In this case, the evaluation and comparison of the SNR is conducted by stacking traces from a 

single shot for every component across independent receiver locations (Croissant 1, 2, and 3). For 

the vertical component, the signals appear to be fairly coherent, as observed in Figures 6.6, 6.10, 

and 6.12. This suggests that the assumption of signal coherence—necessary for constructive 

interference during stacking—holds reasonably well for this component. However, for the 

horizontal components, this assumption does not always apply. Variability in signal alignment and 

amplitude can lead to reduced coherence, undermining the effectiveness of stacking. 

Furthermore, the assumption that noise is random, uncorrelated, and independent across traces 

cannot be fully justified in this experimental setup. In practice, coherent noise—such as surface 

waves, instrument noise, or environmental disturbances—may be present and correlated across 

receivers, not meeting the conditions required for destructive interference during stacking. 

Even though the theoretical √N improvement in SNR may seem appropriate, the specific 

conditions of this experiment, including the single-shot configuration, variability in signal 

coherence, and the presence of coherent noise, suggest that this assumption may not hold strictly. 

Therefore, observed SNR improvements may deviate from the theoretical model. 
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Figure 6.35 presents representative SNR values as a function of the number of stacked traces, 

offering a practical framework to evaluate how much the cable length—and therefore the number 

of traces—can be reduced while still maintaining data quality. 

The SNR was calculated within a 20 ms window, ensuring that the first full period of the 

wavelet corresponding to the first arrival was captured. 

   

   

   

   

FIG 6.35 Signal-to-noise ratio for Croissant 1, 2 and 3 (columns), for Shot 1, 9, 15 and 18 (rows) from 2025 (4S) dataset 
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Figure 6.35 show that Vertical components consistently show higher SNR values than both 

horizontal components. Increasing the number of stacked traces (N) does not significantly increase 

the SNR for the component. A nearly constant SNR suggests that the vertical signal is coherent 

and stable, and that stacking doesn’t enhance considerably. 

Horizontal Components (H1 and H2) exhibit more variability and generally lower SNRs. 

In many cases (e.g., Shot 1 and 15 - Croissant 1; Shot 18 – Croissant 3), H1 and H2 show some 

improvement with stacking. In other cases, H1 and H2 remains relatively constant (e.g., Shot 15 - 

Croissant 2 and 3; Shot 18 – Croissant 1 and 2). This indicates that signal coherence is weaker in 

the horizontal components, possibly due to coherent noise. 

The overall stability implies that the waveform within the selected time window (used for 

signal and noise calculation) is effectively the same across the stacked traces.  

There is no consistent trend of increasing SNR across all components of a given Croissant 

for a specific shot. This variability among traces suggests that signal quality is highly dependent 

on local factors, making it difficult to accurately determine a specific amount of cable that could 

be reduced or increased without compromising data quality. 

The vertical component appears more promising in terms of consistently higher signal-to-

noise ratio (SNR) and greater stability. However, as demonstrated throughout the previous 

analyses, this performance is ultimately influenced by local geological conditions. In this case, the 

presence of strong refracted waves contributes to increased energy in the vertical component, 

which explains its favorable SNR behavior. Therefore, for this project, the vertical component 

naturally exhibits stronger and more stable signals.  

Based on the 21 traces of worth data considered within the 1-meter frame for each 

component, it is evident that the SNR shows minimal improvement or change beyond a certain 

number of traces. The stable SNR across the 21 traces—equivalent to approximately three-gauge 

lengths—indicate that a significant portion of these traces present the same seismic signature and 

may be redundant.  



141 

 

This analysis suggests that at least one full gauge length of high-quality data—

approximately 7 traces—may be sufficient to maintain signal integrity. Consequently, the required 

number of cable wraps could be reduced from the initial 28 meters per component to approximately 

14 meters (around 7 wraps), without compromising data quality. This has significant implications 

for cost-effective and efficient sensor design, especially in applications where enabling rapid 

deployment is critical. 
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7. CHAPTER 7: Co-Located Geophone data 

The inclusion of geophone data was a crucial step in validating and strengthening the 

interpretation of the DAS (Distributed Acoustic Sensing) recordings. Co-located geophones 

provide a valuable reference to assess the quality, fidelity, and signal characteristics of the DAS 

measurements. 

Previous studies have shown encouraging comparisons between DAS and conventional 

seismic sensors. For example, Correa et al. (2017) demonstrated that field DAS data quality 

compares well with recordings from co-located geophones or seismometers. Similarly, Wang et 

al. (2018) presented a wiggle-by-wiggle match between DAS and a nodal array, revealing 

comparable noise levels. These findings are promising for the objectives of this study, which aims 

to evaluate whether the Croissant DAS configuration can function as a reliable point sensor—an 

assessment that is further supported by comparisons with co-located geophone data. 

In this chapter, the co-located geophone data is analyzed and compared to the Croissant 

DAS recordings, providing insight into the trace’s differences, amplitude scaling, frequency and 

signal-to-noise characteristics. 

 

FIG 7.1. Trace comparison from Croissant and Geophone for shot 4, the farthest shot (vertical component of Croissant 1and 

geophone in Croissant 1 location) 
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As described in Section 4.3.2 and shown in Figure 4.7, the raw traces from the nine co-

located geophones were extracted for analysis. These are 3-component geophones, recording one 

vertical and two horizontal components. To preserve the acquisition geometry and allow for 

meaningful comparison with the DAS system, during the acquisition the horizontal geophone 

components were aligned with the H1 and H2 orientations of the Croissant sensors. 

In Figure 7.1, a trace-by-trace comparison is presented for Shot 4, which corresponds to 

the farthest source-receiver offset in the acquisition setup. 

The trace comparison reveals strong similarities between the Croissant DAS and geophone 

data in terms of first-break timing, phase alignment, and the arrival of S-waves and surface waves. 

However, the geophone traces exhibit higher frequency content, which is consistent with the 

broader bandwidth response of conventional point sensors. 

Figure 7.2 shows the amplitude spectra for the co-located geophone (left) and a 

representative Croissant DAS trace (right). The geophone data clearly exhibit higher frequency 

content, with significant amplitude energy present above 20 Hz. In contrast, the Croissant DAS 

data show a concentration of energy predominantly below 20 Hz, indicating a more limited high-

frequency response. 

 

Spectra for Geophone data Spectra for Croissant DAS data 

  
FIG 7.2. Amplitude Spectrum from traces of co-located geophone data. 
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7.1 Amplitude Analysis for Co-located Geophones 

The amplitude analysis for the co-located geophone data will follow the same methodology 

as previously applied in Section 6.3 for the Croissant data, focusing on both first arrivals and 

surface waves. 

As mentioned earlier, three 3-component (3C) geophones were co-located at the position 

of each Croissant sensor. Therefore, for each Croissant (referred to as a "sensor" in the following 

figures to avoid confusion with Croissant-specific data), there will be three vertical, three H1, and 

three H2 component traces. These traces will be analyzed in two separate time windows — one 

for the first arrivals and another for the surface waves — to evaluate the sensitivity and consistency 

of the geophones in comparison to the Croissant sensors.  
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i. First Arrival Analysis – Co-located Geophone data 

The Figure 7.3 presents the amplitude analysis for the traces corresponding to the vertical component, the horizontal component 

aligned with the H1 component, as well as the component H2 for the twenty-four shots of L41 for the co-located geophone traces.  

   
FIG 7.3 Average RMS Amplitudes per Azimuth for First Arrival Analysis (time window 30ms). Vertical, Horizontal 1 and Horizontal 2 traces from co-located geophones. In light 

gray are the shot numbers (1-24). Radial axes correspond to the average RMS amplitude. 

The first notable observation from the co-located geophone data is the consistently high amplitudes across all three components 

for shots 9, 10, 17, and 18. These persistent anomalies are consistent with the high amplitudes observed in the Croissant DAS data. Wet 

ground conditions during the acquisition, resulting from snowmelt in low-elevation zones (as shown in Figure 6.25), may have further 

influenced energy transmission at these locations in the particle velocity response.
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Regarding amplitude variation with offset, the geophone data exhibit the same trend 

observed in the Croissant DAS data: higher amplitudes at near source-receiver offsets and 

progressively lower amplitudes at greater offsets. This consistent pattern is in agreement with the 

expected effects of geometrical spreading of seismic energy. 

To quantify this behavior, the average RMS amplitudes obtained from the first arrival time 

window were plotted against offset. From these results, the geometric spreading factor was derived 

for each trio of co-located geophone traces at every sensor (Croissant) position. For this analysis, 

only the vertical component data were used in calculating the geometric factor. 

  

 

FIG 7.4. Average RMS amplitude vs Offset for the traces of the co-located geophones. Geometric correction obtained from a 

power trend for the first arrival time window. 

A geometric spreading correction was applied (functions to the upper-right of Figure 7.4) 

to the data to account for amplitude decay with offset. Additionally, the four shots exhibiting 

anomalously high amplitudes—shots 9, 10, 17, and 18—were excluded from the analysis to avoid 

biasing the results. 

As a result, Figure 7.5 shows just azimuthal behavior of co-located geophone raw data.
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FIG 7.5 Average RMS Amplitudes per Azimuth for First Arrival Analysis (time window 30ms) corrected by geometrical factor. Vertical, Horizontal 1 and Horizontal 2 traces from 

co-located geophones. In light gray are the shot numbers (1-24). Radial axes correspond to the average RMS amplitude. Shots 9, 10, 17, and 18 deleted due to high amplitudes. 

 

Figure 7.5 shows a more symmetric amplitude distribution in the vertical component. For the H1 and H2 components, there is 

no clear directional sensitivity or consistent azimuthal preference as expected and seen for the Croissant DAS data. This can be caused 

by several factors, such as sensor (geophone) orientation and coupling. 
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ii. Surface Wave Analysis – Co-located Geophone data 

   
FIG 7.6 Average RMS Amplitudes per Azimuth for Surface Wave Analysis (time window 250ms). Vertical, Horizontal 1 and Horizontal 2 traces from co-located geophones. In light 

gray are the shot numbers (1-24). Radial axes correspond to the average RMS amplitude. 

For surface waves, a general decrease in amplitude with increasing offset is observed across all three components, as shown in 

Figure 7.6. However, a noticeable trend of elevated amplitudes is present at near offsets—particularly for shots 13 to 18—across the 

vertical, H1, and H2 components. After applying the geometric spreading correction to the surface wave window and deleting the shot 

9 due to presence of high amplitudes, the resulting data are presented in Figure 7.7, which highlights the azimuthal amplitude behavior. 

Figure 7.7 shows a relatively symmetrical amplitude distribution across the vertical, H1, and H2 components. Rayleigh waves 

are characterized by elliptical particle motion in the vertical plane aligned with the direction of propagation. These waves primarily 

affect the vertical and in-line horizontal components, generating stronger responses when the sensor axis is aligned with the propagation 
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direction—as is the case for the H1 component in this configuration. For the H2 component, the behavior is less clear; however, a 

noticeable decrease in amplitudes is observed for shots 13 to 15, which are aligned with the H1 axis. 

   
FIG 7.7 Average RMS Amplitudes per Azimuth for Surface Wave Analysis (time window 250ms) corrected by the geometric factor in the surface wave window. Vertical, Horizontal 

1 and Horizontal 2 traces from co-located geophones. In light gray are the shot numbers (1-24). Radial axes correspond to the average RMS amplitude. 

This observation supports the sensitivity of the 3C geophones along the H1 and H2 axes in the Croissant configuration. 

Furthermore, the elevated amplitudes in this dataset highlight how near-surface conditions and terrain characteristics can significantly 

influence amplitude response. 

In conclusion, the amplitude analysis confirms that geophone orientation, source-receiver geometry, and local ground conditions 

all play critical roles in the amplitude behavior of surface waves and should be carefully considered in any interpretation or sensor 

comparison.
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Conclusions 

This thesis explored the feasibility of enhancing DAS systems through the integration of a 

compact, multi-component, point-based sensor referred to as the Croissant. DAS offers several 

well-known advantages—such as low cost, long-term monitoring capabilities, and the use of the 

same fiber, interrogator, and infrastructure—but it also has limitations, particularly its broadside 

sensitivity to seismic energy arriving perpendicular to the fiber. This work aimed to investigate 

whether single-component DAS data, despite their inherent directional limitations, can still be 

effectively used for seismic monitoring when supported by localized sensing of the full 

multicomponent seismic wave field. 

Through a combination of experimental data acquisition (2023–2025), analytical 

modeling, and numerical simulations, I evaluated the directional sensitivity, amplitude response, 

and signal fidelity of the Croissant sensor under various subsurface and acquisition conditions. 

The goal was to determine whether this design could reliably capture multicomponent strain data 

in subsurface deployments and how well these measurements align with theoretical expectations 

and conventional geophone data. 

Below, I present the key findings of this work: 

1. Croissant as a multicomponent DAS sensor: the Croissant sensor successfully worked as a 

point-based, multicomponent DAS unit across all three acquisition years. Its ability to record 

vertical and horizontal strain components was consistent and reliable, providing interpretable 

and meaningful amplitudes with particularly strong vertical responses across all the shots, due 

to the geology in the area. These findings support the feasibility of its compact design for 

shallow-burial and permanent seismic monitoring. 

2. Modeling and parametrization: A geometric DAS model was constructed by parameterizing 

the Croissant’s fiber trajectory based on arc-length of cable used, physical dimensions, 

wrapping patterns and dimension layout. This model allowed the simulation of DAS responses 

in homogeneous and layered elastic media. These synthetic shot gathers were crucial in 
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interpreting experimental data and understanding the role of body and surface waves in the 

sensor’s response. 

3. Synthetic vs. Experimental data consistency: Synthetic DAS data, generated using the 

ElasWave3D finite-difference software, aligned well with the experimental Croissant DAS 

data. Amplitude decay, and directional response showed strong agreement. For synthetic data, 

surface wave amplitudes followed a 1/√𝑟 decay trend, while body waves displayed 1/𝑟 

behavior—both consistent with theoretical expectations. Experimental data followed a 1/√𝑟 

decay trend for both first arrival and surface waves. 

4. Subsurface interpretation and critical distances: By leveraging synthetic geophone outputs 

from ElasWave3D, I was able to estimate important seismic parameters including refractor 

depth, crossover and critical distance, and critical angle. These supported the hypothesis that 

refracted energy, particularly with a dominant vertical component, was being detected by the 

Croissants and co-located geophone experimental data. 

5. Amplitude behaviour by component and wave field interactions: Amplitude and 

directionality analyses revealed that: 

• The geometric correction factor was essential for removing offset-related effects from the 

average RMS amplitude versus azimuth plots. This correction enabled a clearer visualization 

of azimuthal amplitude behavior within the selected time windows. 

• Local low-elevation areas showed a significant increase in transmitted energy, resulting in 

outliers within the recorded amplitude data for the first arrival analysis. 

• The vertical components consistently showed stronger first arrivals, which supports the 

presence of near-vertical refracted (body) waves. 

• The H1 component exhibited clear directionality along its axis in both surface and body wave 

analyses, reflecting expected behavior based on acquisition geometry and wave propagation. 

• The H2 component showed less consistent directionality in the body wave window, likely due 

to lower energy levels recorded along this horizontal orientation. However, in the surface wave 

window, H2 displayed a clearer directional response, suggesting stronger surface wave 

interactions along its axis. 
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6. Signal-to-Noise enhancements: Comparing 2023-2024, and 2023-2025 data demonstrated 

measurable improvements in signal clarity, likely due to better coupling due to soil 

compaction. Additionally, stacking more sweeps before correlation during processing 

consistently enhanced signal-to-noise ratios. 

7. Design and practical considerations: While each Croissant component currently utilizes 

approximately 28 meters of fiber, initial testing suggested this length may be reduced to 14 

meters without sacrificing data quality. This reduced length still fits within the existing 

Croissant frame dimensions and includes one full gauge length of high-quality data, plus an 

additional gauge length to account for traces potentially affected by connector segments. This 

finding has meaningful implications for optimizing sensor design, cost-effectiveness and 

deployment. 

8. Co-located geophone comparisons: Co-located geophone data played a crucial validation 

role. It confirmed key first arrivals and directional trends seen in the DAS data, though it also 

highlighted the Croissant’s more limited high-frequency response. Amplitude anomalies were 

also observed, confirming the explanation in low-terrain areas what affected the signal in at 

specific shot locations (e.g., Shots 9, 10, 17 and 18).  
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Future work 

I have demonstrated the feasibility and utility of the Croissant as a point-based, permanent, 

multicomponent DAS sensor, however, several ideas for future research remain: 

1. Optimization of fiber length for the Croissant:  Future work could explore modifications to 

the Croissant's frame dimensions, gauge length, and number of fiber wraps knowing that at 

least twice the gauge length of fiber optic cable can be used without compromising data quality 

by component. Such optimization could improve cost-effectiveness. It is important to note the 

limitations of fiber-optic cables, particularly their restricted bend radius. Excessive bending in 

the system can lead to signal attenuation or even physical damage to the fiber, complicating 

design and deployment strategies.  

2. Rotation of horizontal components to radial and transverse: rotating the H1 and H2 

components into radial and transverse coordinates (relative to source direction) could enhance 

the physical interpretability of the recorded data. A comparison with similarly rotated 

geophone data could clarify energy distribution and phase behavior. Some questions include: 

• Can a meaningful radial-transverse comparison be established between DAS and 

geophones? 

• Is there measurable energy loss or distortion in the DAS signal due to broadside sensitivity 

of the fiber? 

3. Estimation of the full 6-Component strain tensor: future work could assess whether the 

Croissant sensor array configuration allows for the mathematical reconstruction of the full 6-

component strain tensor. This would represent a significant advancement, enable 

comprehensive analysis of the full elastic wave field and potentially enhance applications in 

microseismic monitoring or full waveform inversion. 

4. Conversion of geophone data to strain or strain rate: convert co-located geophone data to 

equivalent strain or strain-rate units would allow for direct amplitude comparisons with DAS 

data. This would provide a quantitative basis for evaluating measurement equivalency, 

validating DAS responses. 
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Appendix  

Croissant Loop Path Function 

function [x,y,z,tx,ty,tz] = ParametricTrajectoryCorissant(sensor) 
%This function generates the Croissant trajectory coordinates from the interrogator  
%passing through the 3 sensors oriented in the H1, H2 and V components. The 
%fiber is discretized every 'interval' value.  
w = 1.0;                    % Width 
h = (4.0 * 2.54) / 100.0;   % Height in meters 
r = h / 2;                  % Radius 
s = w - h;                  % Straight segment length 
c = 0.01;                   % Constant for z variation  
 
d1 = 0;                     %Parametrization values in terms of distance 
d2 = s * sqrt(1 + c^2);      
d3 = d2 + pi * r; 
d4 = d3 + s * sqrt(1 + c^2); 
d5 = d4 + pi * r; 
 
n_wraps = 14; %Number of wraps along the frame 
d_wrap = n_wraps*d5; %distance in meters of the cable/fiber for the n_wraps 
interval = 0.005; %Interval of discretization in meters 
di = 0:interval:d_wrap; %distance di start at zero and will increase each interval 
value until reaches the distance d_wrap 
PLOT = false; %Make figures if PLOT = true 
 
switch sensor 
        case 1 
            [x,y,z,tx,ty,tz] = mk_croissant_sensor1(di,r,s,c,h,w,PLOT); %If 1, it 
will plot just Croissant 1 
        case 2 
            [x,y,z,tx,ty,tz] = mk_croissant_sensor2(di,r,s,c,h,w,PLOT); %If 2, it 
will plot just Croissant 2 
        case 3 
            [x,y,z,tx,ty,tz] = mk_croissant_sensor3(di,r,s,c,h,w,PLOT); %If 3, it 
will plot just Croissant 3 
        otherwise 
            [x,y,z,tx,ty,tz] = mk_croissant_sensors(di,r,s,c,h,w,interval,PLOT); 
%Otherwise, it will plot just Croissanttrajectory 
end 
 
end     
%% Functions 
function plot_croissant_loop(x,y,z,s) 
%function plot_croissant_loops(x,y,z,s) 
% plot3 x,y,z coordinate vectors with title = s 
    figure; 
    plot3(x,y,z); 
    hold 
    plot3(x(1),y(1),z(1),'ro') 
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    plot3(x(end),y(end),z(end),'r*') 
    xlabel('x'); 
    ylabel('y'); 
    zlabel('z'); 
    title(s); 
    axis equal; 
end %end function plot_croissant_loop 
 
function plot_croissant_sensor(x1,y1,z1,x2,y2,z2,x3,y3,z3,s) 
    figure; 
    plot3(x1,y1,z1,'r'); 
    hold 
    plot3(x1(1),y1(1),z1(1),'r*'); 
    plot3(x1(end),y1(end),z1(end),'ro'); 
    plot3(x2,y2,z2,'k'); 
    plot3(x2(1),y2(1),z2(1),'k*'); 
    plot3(x2(end),y2(end),z2(end),'ko');     
    plot3(x3,y3,z3,'b'); 
    plot3(x3(1),y3(1),z3(1),'b*'); 
    plot3(x3(end),y3(end),z3(end),'bo');     
    xlabel('x'); 
    ylabel('y'); 
    zlabel('z'); 
    title(s); 
    axis equal; 
end %end function plot_croissant_sensor 
 
function plot_croissant_sensors(x,y,z,s) 
    figure 
    plot3(x,y,z); 
    xlabel('x'); 
    ylabel('y'); 
    zlabel('z'); 
    title(s); 
    axis equal;     
end %end function plot_croissant_sensors 
 
function [x,y,z,tx,ty,tz] = mk_croissant_loop_carla(di,r,s,c,plane) %This is the 
parametrization for the Croissant 
 
d1 = 0; 
d2 = s * sqrt(1 + c^2); 
d3 = d2 + pi * r; 
d4 = d3 + s * sqrt(1 + c^2); 
d5 = d4 + pi * r; 
     
d = mod(di,d5); 
 
x1 = (d >= d1) .* (d < d2) .* (d ./ sqrt(1 + c^2)); 
x2 = (d >= d2) .* (d < d3) .* (s + r * sin((d - d2) / r)); 
x3 = (d >= d3) .* (d < d4) .* (s - (d - d3)); 
x4 = (d >= d4) .* (-r * sin((d - d4) / r)); 
     
y1 = (d >= d1) .* (d < d2) .* (r); 
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y2 = (d >= d2) .* (d < d3) .* (r * cos((d - d2) / r)); 
y3 = (d >= d3) .* (d < d4) .* (-r); 
y4 = (d >= d4) .* (-r * cos((d - d4) / r)); 
     
x = x1 + x2 + x3 + x4; 
y = y1 + y2 + y3 + y4;  
z = ( c * di / sqrt(1 + c^2)); 
 
%Parametrization of the tangent vector 
tx1 = (d >= d1) .* (d < d2) .* (1 /  sqrt(1 + c^2)); 
tx2 = (d >= d2) .* (d < d3) .* ((cos((d - d2) / r))); 
tx3 = (d >= d3) .* (d < d4) .* ((-sqrt(1 + c^2)) / sqrt(1 + 2*c^2)); 
tx4 = (d >= d4) .* (-cos((d - d4) / r)); 
 
ty1 = (d >= d1) .* (d < d2) .* (0); 
ty2 = (d >= d2) .* (d < d3) .* (- sin((d - d2) / r)); 
ty3 = (d >= d3) .* (d < d4) .* (0); 
ty4 = (d >= d4) .* (sin((d - d4) / r)); 
 
tz1 = (d >= d1) .* (d < d2) .* (c/sqrt(1 + c^2)); 
tz2 = (d >= d2) .* (d < d3) .* (0); 
tz3 = (d >= d3) .* (d < d4) .* (c/ sqrt(1 + 2*c^2)); 
tz4 = (d >= d4) .* (0);  
     
tx = tx1 + tx2 + tx3 + tx4; 
ty = ty1 + ty2 + ty3 + ty4;  
tz = tz1 + tz2 + tz3 + tz4;  
 
% Switch planes based on the provided argument 
switch (plane) 
    case 'xy' % DONE  
        % No change, use original x, y, z 
    case 'xz' 
        % Switch y and z 
        temp = y;  % Use a temporary variable for swapping 
        y = z; 
        z = temp; 
        tempt = ty; 
        ty = tz; 
        tz = tempt; 
 
    case 'yx' 
        % Switch x and y 
        temp = x; 
        x = y; 
        y = temp; 
        tempt = tx; 
        tx = ty; 
        ty = tempt; 
 
    case 'yz' 
        % Switch x and z 
        temp = x; 
        x = z; 
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        z = temp; 
        tempt = tx; 
        tx = tz; 
        tz = tempt; 
 
    case 'zy' 
        % Switch z and y 
        temp = z; 
        z = y; 
        y = temp; 
        tempt = tz; 
        tz = ty; 
        ty = tempt; 
 
    case 'zx' 
        % Switch z and x 
        temp = z; 
        z = x; 
        x = temp; 
        tempt = tz; 
        tz = tx; 
        tx = tempt; 
 
    otherwise 
        error(["Error: Unknown plane '" plane "'\n"]); 
end 
  
end 
 
function [xp,yp,zp] = rotate_coords(x,y,z,a,theta) 
%function [x,y,z] = rotate_coords(x,y,z,a,theta) 
% rotate x,y,z by angle theta around axis a = 'x','y','z' 
switch a 
    case 'x' 
        xp = x; 
        yp = y*cos(theta) -z*sin(theta); 
        zp = y*sin(theta) +z*cos(theta);     
    case 'y' 
        xp = x*cos(theta) +z*sin(theta); 
        yp = y; 
        zp = -x*sin(theta) +z*cos(theta); 
    case 'z' 
        xp = x*cos(theta) -y*sin(theta); 
        yp = x*sin(theta) +y*cos(theta); 
        zp = z;         
    otherwise 
        error(["Coordinate rotation error: Unkown axis '" a "'\n"]); 
end %end switch a 
end 
 
function [x,y,z,tx,ty,tz] = mk_croissant_sensor1(di,r,s,c,h,w,PLOT) 
% Make a 3C croissant sensor path 
    %H1 component as per Figure 8, Hall et al, 2023 
    [x1,y1,z1,tx1,ty1,tz1] = mk_croissant_loop_carla(di,r,s,c,'xy'); 
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    z1 = z1+h; 
     
    %V component 
    [x2,y2,z2,tx2,ty2,tz2] = mk_croissant_loop_carla(di,r,s,c,'yz'); 
    x2 = x2+h; 
 
    %H2 component 
    [x3,y3,z3,tx3,ty3,tz3] = mk_croissant_loop_carla(di,r,s,c,'yx'); 
    [x3,y3,z3] = rotate_coords(x3,y3,z3,'z',2*pi); 
    [tx3,ty3,tz3] = rotate_coords(tx3,ty3,tz3,'z',2*pi); 
    y3 = y3 + h;     
    z3 = z3 + h; 
 
    if (PLOT) 
        plot_croissant_sensor(x1,y1,z1,x2,y2,z2,x3,y3,z3,'Sensor 1'); 
    end 
 
    x = [x1 x2 x3]; 
    y = [y1 y2 y3]; 
    z = [z1 z2 z3]; 
 
    tx = [tx1 tx2 tx3]; 
    ty = [ty1 ty2 ty3]; 
    tz = [tz1 tz2 tz3]; 
 
    % if (PLOT)  
    %  
    %     plot_croissant_loop(x,y,z,'Sensor 1'); 
    % end 
end 
 
function [x,y,z,tx,ty,tz] = mk_croissant_sensor2(di,r,s,c,h,w,PLOT) 
% Make a 3C croissant sensor path 
    %H1 component as per Figure 8, Hall et al, 2023 
    [x1,y1,z1,tx1,ty1,tz1] = mk_croissant_loop_carla(di,r,s,c,'xy'); 
    [x1,y1,z1] = rotate_coords(x1,y1,z1,'z',pi); 
    [tx1,ty1,tz1] = rotate_coords(tx1,ty1,tz1,'z',pi); 
    x1 = x1+w-h; 
    z1 = z1+h; 
     
    %V component 
    [x2,y2,z2,tx2,ty2,tz2] = mk_croissant_loop_carla(di,r,s,c,'yz'); 
    x2 = x2+h; 
 
    %H2 component 
    [x3,y3,z3,tx3,ty3,tz3] = mk_croissant_loop_carla(di,r,s,c,'yx'); 
    y3 = y3 +h; 
    z3 = z3 +h; 
     
    if (PLOT)  
        plot_croissant_sensor(x1,y1,z1,x2,y2,z2,x3,y3,z3,'Sensor 2');  
    end 
 
    x = [x1 x2 x3]; 
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    y = [y1 y2 y3]; 
    z = [z1 z2 z3]; 
 
    tx = [tx1 tx2 tx3]; 
    ty = [ty1 ty2 ty3]; 
    tz = [tz1 tz2 tz3]; 
 
    % if (PLOT)  
    %  
    %     plot_croissant_loop(x,y,z,'Sensor 2'); 
    % end 
end 
 
function [x,y,z,tx,ty,tz] = mk_croissant_sensor3(di,r,s,c,h,w,PLOT) 
% Make a 3C croissant sensor path 
    %H2 component as per Figure 8, Hall et al, 2023 
    [x1,y1,z1,tx1,ty1,tz1] = mk_croissant_loop_carla(di,r,s,c,'yx'); 
    [x1,y1,z1] = rotate_coords(x1,y1,z1,'z',pi); 
    [tx1,ty1,tz1] = rotate_coords(tx1,ty1,tz1,'z',pi); 
    y1 = y1 +w ; 
    z1 = z1 +h; 
     
    %V component 
    [x2,y2,z2,tx2,ty2,tz2] = mk_croissant_loop_carla(di,r,s,c,'zx'); 
    [x2,y2,z2] = rotate_coords(x2,y2,z2,'z',pi/2); 
    [tx2,ty2,tz2] = rotate_coords(tx2,ty2,tz2,'z',pi/2); 
    y2 = y2+1.5*h; 
     
    %H1 component 
    [x3,y3,z3,tx3,ty3,tz3] = mk_croissant_loop_carla(di,r,s,c,'xy'); 
    [x3,y3,z3] = rotate_coords(x3,y3,z3,'z',pi); 
    [tx3,ty3,tz3] = rotate_coords(tx3,ty3,tz3,'z',pi); 
    x3 = x3 +w -h;     
    z3 = z3 +h; 
     
    if (PLOT)  
        plot_croissant_sensor(x1,y1,z1,x2,y2,z2,x3,y3,z3,'Sensor 3');  
    end 
 
    x = [x1 x2 x3]; 
    y = [y1 y2 y3]; 
    z = [z1 z2 z3]; 
  
    tx = [tx1 tx2 tx3]; 
    ty = [ty1 ty2 ty3]; 
    tz = [tz1 tz2 tz3]; 
 
    % if (PLOT)  
    %  
    %     plot_croissant_loop(x,y,z,'Sensor 3'); 
    % end 
end 
 
function [x,y,z,tx,ty,tz] = mk_croissant_sensors(di,r,s,c,h,w,interval,PLOT) 
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[x1,y1,z1,tx1,ty1,tz1] = mk_croissant_sensor1(di,r,s,c,h,w,PLOT); 
[x2,y2,z2,tx2,ty2,tz2] = mk_croissant_sensor2(di,r,s,c,h,w,PLOT); 
[x3,y3,z3,tx3,ty3,tz3] = mk_croissant_sensor3(di,r,s,c,h,w,PLOT); 
 
%translate sensors 
x2 = x2 - 10.0; 
y3 = y3 - 10.0; 
 
%make connectors 
cxs = 10.0; 
cys = 00.0; 
czs = h; 
 
cx23 = 0; 
cy23 = 0; 
cz23 = h;  
 
cx31 = 0; 
cy31 = -10; 
cz31 = h; 
 
cxe = cxs; 
cye = cys; 
cze = czs; 
  
vectorx_s2 = cxs:-interval:x2(1); 
vectory_s2 = zeros(size(vectorx_s2)); 
vectorz_s2 = zeros(size(vectorx_s2)); 
[tx_s2, ty_s2, tz_s2] = tangent_straight_segments(vectorx_s2, vectory_s2, 
vectorz_s2); 
 
vectorx_223 = x2(end):interval:cx23; 
vectory_223 = zeros(size(vectorx_223)); 
vectorz_223 = zeros(size(vectorx_223)); 
[tx_223, ty_223, tz_223] = tangent_straight_segments(vectorx_223, vectory_223, 
vectorz_223); 
 
vectory_233 = cy23:interval:y3(1); 
vectorx_233 = zeros(size(vectory_233)); 
vectorz_233 = zeros(size(vectory_233)); 
[tx_233, ty_233, tz_233] = tangent_straight_segments(vectorx_233, vectory_233, 
vectorz_233); 
 
vectory_31 = y3(end):interval:y1(1); 
vectorx_31 = zeros(size(vectory_31)); 
vectorz_31 = zeros(size(vectory_31)); 
[tx_31, ty_31, tz_31] = tangent_straight_segments(vectorx_31, vectory_31, 
vectorz_31); 
 
vectorx_1e = x1(end):interval:cxe; 
vectory_1e = zeros(size(vectorx_1e)); 
vectorz_1e = zeros(size(vectorx_1e)); 
[tx_1e, ty_1e, tz_1e] = tangent_straight_segments(vectorx_1e, vectory_1e, 
vectorz_1e); 
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x = [vectorx_s2 x2 vectorx_223 vectorx_233 x3 vectorx_31 x1 vectorx_1e]; 
y = [vectory_s2 y2 vectory_223 vectory_233 y3 vectory_31 y1 vectory_1e]; 
z = [vectorz_s2 z2 vectorz_223 vectorz_233 z3 vectorz_31 z1 vectorz_1e]; 
 
tx = [tx_s2 tx2 tx_223 tx_233 tx3 tx_31 tx1 tx_1e]; 
ty = [ty_s2 ty2 ty_223 ty_233 ty3 ty_31 ty1 ty_1e]; 
tz = [tz_s2 tz2 tz_223 tz_233 tz3 tz_31 tz1 tz_1e]; 
 
function [tx, ty, tz] = tangent_straight_segments(x, y, z) 
 
% Preallocate tangent vectors 
tx = zeros(size(x));  
ty = zeros(size(y));  
tz = zeros(size(z)); 
 
for ii = 1:length(x)-1 
    % Compute the differences between consecutive points 
    dx = x(ii+1) - x(ii); 
    dy = y(ii+1) - y(ii); 
    dz = z(ii+1) - z(ii); 
     
    % Normalize the tangent vectors 
    tlength = sqrt(dx^2 + dy^2 + dz^2); 
     
    % Compute unit tangent vectors and scale by di 
    tx(ii) = dx / tlength; 
    ty(ii) = dy / tlength; 
    tz(ii) = dz / tlength; 
end 
 
end 
 
%rotate sensors 
[x,y,z] = rotate_coords(x,y,z,'z',pi/4); 
[tx,ty,tz] = rotate_coords(tx,ty,tz,'z',pi/4); 
if (PLOT) 
    plot_croissant_sensors(x,y,z,'Croissant Fiber Loop') 
end 
 
end %end mk_croissant_sensors 
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